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Abstract

The morphology dependence of exciton trans-
port in the widely used conjugated polymer
poly(3-hexylthiophene) (P3HT) is elucidated
by combining an accurate mesoscale coarse-
grained molecular dynamics simulation model
of P3HT structure with a Frenkel–Holstein exci-
ton model. This model provides a more realistic
representation than previously achieved of the
molecular-level details of exciton transport on
large length scales relevant to electronic appli-
cations. One hundred 300-monomer regioregu-
lar P3HT chains are simulated at room temper-
ature for microseconds in two implicit solvents
of differing solvent quality in which the poly-
mer chains adopt contrasting morphologies:
nanofiber-like aggregates or well-separated ex-
tended conformations. The model gives reason-
able quantitative agreement with steady-state
absorption and fluorescence and time-resolved
fluorescence experiments, and provides valuable
insight into the mechanism of exciton transport
in conjugated polymers. In particular, exci-
ton transfer in nanofiber aggregates is shown
to occur mainly through interchain hops from
chromophores on the aggregate surface towards
the aggregate core, a behavior with important
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implications for organic electronic applications.
Furthermore, the counterbalancing effects of
greater orientational order and faster exciton
transport in nanofiber aggregates than in ex-
tended chains is found to explain the puzzling
observation of similar fluorescence anisotropy
decay rates in nanofibers and free chains.
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Introduction

The study of conjugated polymers is moti-
vated by their use as electron donor or ac-
ceptor materials in the active layers of or-
ganic electronic devices such as solar cells1 and
light-emitting diodes.2 Despite efficiencies of or-
ganic solar cells lagging behind those of con-
ventional silicon devices, organic devices remain
appealing because of their low-temperature and
solution-based fabrication, which allows flexi-
ble and transparent solar cells to be made us-
ing low-cost high-throughput production meth-
ods.3,4 Nevertheless, efficiency improvements
would help to encourage the more widespread
adoption of organic photovoltaics.5

The microstructure of the bulk heterojunc-
tion — the bicontinuous network of donor and
acceptor materials in the active layer — has
been shown to play a crucial role in charge gen-
eration, separation, and transport in organic
solar cells, and hence in the overall device ef-
ficiency.6–9 Developing a comprehensive under-
standing of the effects of bulk heterojunction
morphology on device performance is challeng-
ing, given the crucial role that polymer struc-
ture on a wide range of length scales — from
the molecular level up to the device scale —
has on electronic properties.10

Theory and computation can provide valu-
able insight into the role of bulk heterojunction
morphology in controlling device performance
and could eventually lead to the rational design
of organic solar cells. Most computational ap-
proaches to addressing the morphology depen-
dence of the electronic properties of conjugated
polymers and polymer-based devices fall into
one of two classes, neither of which has been
entirely satisfactory in treating the range of
length scales that are important in conjugated-
polymer devices. On the one hand are models
in which the polymer structure is represented
in full atomistic detail and electronic properties
are computed using quantum chemical meth-
ods.11–17 While such models are generally ac-
curate, the high computational expense limits
their use to systems of up to hundreds of atoms,
and so polymer conformations cannot be effec-
tively simulated. On the other hand are con-

tinuum or lattice models, in which the poly-
mer structure and exciton or charge transport
are described by a reduced set of variables on a
grid.18–23 Although simulations on experimen-
tal length and time scales are readily accessi-
ble using such models, molecular-level structure
and chain topology are neglected.

Between these two extremes are mesoscale
coarse-grained models in which groups of atoms
are represented by a smaller number of inter-
action sites, allowing multiple chains of thou-
sands of monomers to be feasibly simulated
while retaining details about chain connec-
tivity that are crucial to energy and charge-
transport mechanisms.24–29 However, previous
calculations of this nature have used rather ap-
proximate models of polymer structure, with
conformations usually generated from a random
distribution and solvent effects neglected, which
is unlikely to provide a accurate representation
of the complexity of a real system.

In this work, we address this issue by start-
ing with realistic structures of the polymer
poly(3-hexylthiophene) (P3HT), obtained us-
ing an accurate, coarse-grained molecular dy-
namics model parametrized to reproduce the
local structure and dynamics of an atomistic
P3HT model.30 Large multi-chain systems are
simulated in two different solvents in which the
P3HT chains adopt two conformationally dis-
tinct morphologies. P3HT was one of the first
conjugated polymers used in the manufacture
of organic solar cells31 and is one of the most
widely studied conjugated polymers, with over
1,400 scientific publications on this polymer in
2014 alone, according to Web of Science. P3HT
readily exists in a variety of morphologies in-
cluding amorphous bulk phases, nanoparticles,
and semicrystalline nanofibers, which has sig-
nificant effects on its physical, optical, and elec-
tronic properties.32–35 We then use a Frenkel–
Holstein exciton model27,28,36,37 to determine
the locations and energies of chromophores —
a method that scales reasonably up to hun-
dreds of polymer chains — in polymer con-
formations extracted from the coarse-grained
molecular dynamics simulations. Finally, we
perform kinetic Monte Carlo simulations of
inter-chromophore exciton transfer using trans-
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fer rate coefficients derived from the Fermi
Golden Rule, assuming a point-dipole approxi-
mation for inter-monomer interactions. We ver-
ify that the simulations reproduce experimen-
tal measurements and use them to provide new
molecular-level insight into the mechanism of
exciton migration through self-assembled P3HT
nanostructures.

Computational Methods

Coarse-grained Molecular Dynam-
ics

The solution-phase structure of P3HT was sim-
ulated using molecular dynamics of a coarse-
grained polymer model, which has been de-
scribed in detail in a previous publication.30

Briefly, each hexylthiophene monomer was rep-
resented by a set of three spherical beads
corresponding to the centers-of-mass of the
thiophene ring and the first three methyl
groups and last three methyl groups of the
hexyl sidechain, respectively. This atomistic-
to-coarse-grained mapping is shown diagram-
matically in Figure 1a. Simulations of the
polymers were carried out in implicit solvent
using Langevin dynamics at constant volume
and temperature, with the interactions be-
tween coarse-grained sites parametrized so as
to match the local structure and dynamics
measured in constant-pressure simulations of
an atomistic model of P3HT in an explicit
solvent, anisole. This coarse-grained P3HT
model was found to agree with the experimen-
tal phase behavior of P3HT in anisole, show-
ing a transition between a non-aggregated and
aggregated state as the temperature dropped
below around 35 ◦C.30 The size of the simu-
lated aggregates also matched the widths of
P3HT nanofiber aggregates measured experi-
mentally. To model P3HT in a better solvent
than anisole (e.g. tetrahydrofuran (THF)) in
which the polymer chains are fully solvated and
form extended structures at room temperature,
the non-bonded polymer–polymer pair interac-
tions were reduced by 10% of their value in the
coarse-grained P3HT model in implicit anisole.

Figure 1: (a) Mapping of P3HT atomistic to
coarse-grained sites and example structures of
(b) a free chain and (c) a nanofiber aggregate.
The polythiophene backbone is indicated in yel-
low, with the alkyl sidechain units shown in
gray. The view of the nanofiber is looking down
through the π-stacking direction, showing the
alkyl sidechain interactions.

For convenience, we will refer to the simula-
tions at room temperature of P3HT in implicit
anisole and of P3HT in the better solvent as
“nanofiber” and “free chain” simulations, re-
spectively, to describe the polymer morpholo-
gies formed in these simulations. Note that the
nanofiber aggregates simulated are not entire
nanofibers as would be produced experimen-
tally, but instead constitute several π-stacked
layers in a section of a nanofiber.30 Examples of
the coarse-grained structures that result from
these two solvent models are shown in Fig-
ures 1b and c. Both the nanofiber and free chain
systems consisted of one hundred 300-monomer
P3HT chains in a cubic simulation box with
periodic boundary conditions enforced. Simu-
lations were carried out at constant volume and
temperature using Langevin dynamics, starting
from an initial configuration of randomly placed
and oriented chains with inter-monomer dihe-
dral angles selected from a Boltzmann distribu-
tion of the inter-monomer torsional potential.
The temperature was set to 293 K.
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Figure 2: Snapshots from molecular dynamics simulations of 100 P3HT (a) free chains in good
solvent and (b) nanofiber aggregates formed in a marginal solvent (anisole) at 0.13 and 1.0 wt%
P3HT concentration respectively. For clarity, alkyl sidechains are not shown.

Nanofiber simulations were carried out at
three different P3HT concentrations with to-
tal system volumes of 6.7× 106, 9.8× 105, and
4.3× 105 nm3 for 2480, 1040, and 240 ns, re-
spectively, to model 0.13, 1.0, and 2.0 wt% sys-
tems in anisole. P3HT has been shown exper-
imentally to form nanofibers in anisole at con-
centrations between 0.005 and 1.0 wt%.38 The
1.0 and 2.0 wt% simulations were started from
configurations obtained by rapidly compressing
the configuration of the 0.13 wt% simulation
after 1.76 µs in a constant pressure simulation
over a period of 0.5 ns. A single free chain sim-
ulation was carried out for 544 ns with the same
system volume as the 0.13 wt% nanofiber sys-
tem. It was verified that any measured quanti-
ties discussed below ceased to display system-
atic variations with time within the time scale
of the simulations. Figure 2 shows examples of
the resulting configurations for the free chain
(Figure 2a) and nanofiber (Figure 2b) systems.

The friction coefficient for the Langevin dy-
namics in the nanofiber simulations was re-
duced by a factor of 10 from the value in Ref. 30
to accelerate nanofiber formation. While such
a change would affect the dynamics of chain
aggregation, it should not impact the ther-
modynamic stability of the polymer structures

formed. Furthermore, both cases correspond
to “high” friction in the context of aggregation
dynamics, with the time scale of decorrelation
of particle velocities in both cases being much
shorter than the time scale of aggregation; as
such, aggregation in both cases should occur by
a similar mechanism of diffusive motion biased
by inter-particle interactions.

Exciton Transport Simulations

Frenkel–Holstein Exciton Model

Exciton transport was simulated using a
Frenkel–Holstein model developed by Barford
and Tozer,28,36 which accounts for the effects of
molecular-level polymer structure on excitation
energies and dynamics. Here, it was applied
to chains representing P3HT generated from
the coarse-grained molecular dynamics simu-
lations described above. The main features of
the model as they apply to the present work
are given below.

The Frenkel exciton model treats the
electron–hole pair as a single particle that can
be delocalized in one dimension along the poly-
mer chain.39,40 The Frenkel–Holstein model ex-
tends the Frenkel model by coupling the exciton
to the motion of the nuclei in the polymer.41–44
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The nuclei are treated classically, considering
their motion to be described by a single normal
coordinate. In P3HT, the dominant normal co-
ordinate is linked to the C−−C stretching mode,
as discussed below. The coupling to the normal
mode simulates the relaxation process from the
vertically excited state with the initial ground
state geometry, to the excited but vibrationally
relaxed state with the corresponding change in
nuclear coordinates.

The Frenkel–Holstein Hamiltonian is

H =
∑
i

(E0 + αi − Ah̄ωQi)â
†
i âi

+
∑
i>j

Jij(â
†
i âj + âi â

†
j) +

h̄ω

2

∑
i

Qi
2,(1)

where i and j are numeric labels of the
monomer units in a chain and the operators â†i
and âi respectively create or destroy an exciton
on monomer i. The on-site excitation energy is
given by (E0 +αi), where αi is a Gaussian ran-
dom variate with standard deviation σα, repre-
senting energetic disorder caused by local struc-
tural fluctuations in the polymer system.36,45

The electronic coupling between monomers i
and j is described by Jij. We only consider
nearest-neighbor interactions (j = i±1) in eq 1,
which are expected to be dominant,27 for which
this term can be decomposed into two compo-
nents,

Jij = JDD + JSE cos2(φij). (2)

JDD is the through-space dipole–dipole cou-
pling, for which the orientational and distance
dependence between adjacent monomers is con-
sidered negligible. JSE is the through-bond su-
perexchange contribution, which is modulated
by cos2(φij), where φij is the dihedral angle
between monomers i and j. In this way the
planar arrangement of monomer units equates
to maximum π-conjugation and therefore mini-
mizes the excitation energy. The coupling of the
exciton to the normal coordinate is described
by the exciton–phonon coupling parameter, A,
with Qi being the dimensionless displacement
at site i associated with the normal mode with
angular frequency ω. The eigenstates of eq 1

define the wavefunctions of the exciton center-
of-mass particle, with the corresponding eigen-
value giving the energy for the state.

When there is no coupling to the normal
coordinate (Qi = 0), eq 1 reduces to the
Frenkel Hamiltonian, which is used to deter-
mine the vertically excited states. The low-
est energy eigenstates of eq 1 define the ab-
sorbing chromophores, or local exciton ground
states (LEGSs), and therefore can be identified
as those eigenstates that satisfy the inequality∣∣∣∣∣∑

i

ψmi |ψmi|

∣∣∣∣∣ ≥ 0.95, (3)

where ψmi is the value of the wavefunction of
state m on monomer i.46 This criterion se-
lects states for which 95% of the wavefunction
density is in the main peak of the wavefunc-
tion and therefore discriminates against those
states whose wavefunctions change sign and
have both significant positive and negative am-
plitudes. The remaining higher-energy states
describe local exciton excited states (LEESs),
which have nodes but span the same chain seg-
ments as LEGSs, and quasi-extended exciton
states (QEESs), which have nodes and spatially
overlap more than one LEGS. These higher
energy states contribute to the simulated ab-
sorption spectrum, but upon excitation are as-
sumed to relax rapidly to the LEGS with max-
imum wavefunction overlap.47 Note that for
the monomer basis used to describe the eigen-
states of the Hamiltonian in eq 1, a system of
N monomers generates N eigenstates, which
include both LEGSs and higher lying excited
states. As a consequence, the number of LEGSs
is generally significantly smaller than the num-
ber of eigenstates. An example of the wavefunc-
tions of the LEGSs found on a P3HT chain is
shown in Figure 3.

Coupling to the normal coordinate (Qi 6= 0)
gives the wavefunctions and energies of elec-
tronically excited but vibrationally relaxed
chromophores. This process is greatly sim-
plified by assuming that the wavefunction is
identical to that of the vertically excited state.
This assumption has been validated by density
matrix renormalization group calculations per-
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Figure 3: Computed wavefunction magnitudes
for LEGSs on a 300-monomer polymer chain.
The nine different states in this particular case
are color-coded for clarity.

formed by Marcus et al. on a Frenkel–Holstein
model of disordered poly(para-phenylene)
and by Barford and Tozer on poly(para-
phenylenevinylene).28,37 These calculations
showed minimal variance between the wave-
functions of the vertically excited and vibra-
tionally relaxed states. In the large-polaron
limit applicable to conjugated polymers, the
dimensionless displacement of monomer i de-
pends on the exciton density in state m accord-
ing to27,42

Qmi = A|ψmi|2. (4)

As ψmi is assumed to be equal to the previously
determined wavefunction of the LEGS m, the
final term in eq 1 can thus be used to directly
compute the vibrational relaxation energy,

Erm =
A2h̄ω

2

∑
i

|ψmi|4, (5)

and therefore the energy of the emissive chro-
mophores.

Exciton Localization

The exciton center-of-mass, Rm, for each LEGS
m can be determined from the wavefunctions by

Rm =
∑
i

Riψmi
2, (6)

where Ri is the spatial position of monomer i.
The root-mean-squared deviation of the wave-
function along the polymer chain is used to find

the localization length and therefore effective
conjugation length, lm, of the chromophore m
by

lm =
(

12π2

π2−6

) 1
2
[∑

i i
2ψmi

2 −
(∑

i iψmi
2
)2] 1

2
,

(7)
as described by Makhov and Barford.48

Monte Carlo Hopping Simulations

Exciton transport in the model occurs through
a Förster-type resonance energy transfer pro-
cess.12,13,49 With the location and energy of the
absorbing or acceptor and emissive or donor
chromophores determined via the Frenkel–
Holstein model, the nonradiative energy trans-
fer rate between each donor and acceptor can be
calculated. The transfer rate between a donor
and acceptor pair, kDA, depends on the distance
between the chromophores and the alignment of
their transition dipole moments as well as the
spectral overlap of the donor and acceptor, and
is calculated using the Fermi Golden Rule,

kDA =
2π

h̄
JDA

2XDA. (8)

The electronic coupling between the donor
(D) and acceptor (A) chromophores, which
is assumed to comprise point-dipole interac-
tions between monomers on the different chro-
mophores not accounted for in the nearest-
neighbor Hamiltonian (eq 1), is taken as28

JDA = µ02

4πεrε0

∑
Di
Aj
i 6=j

r̂i·r̂j−3(R̂ij ·r̂i)(R̂ij ·r̂j)
|Ri−Rj |3 ψDiψAj,

(9)
where µ0 is the magnitude of the transition
dipole moment of a single monomer, εr is the
relative permittivity of the polymer, r̂i is a
unit vector in the direction of the transition
dipole moment of monomer i, which is assumed
to be oriented along the line joining the adja-
cent monomer centers,50 and R̂ij is a unit vec-
tor between monomers i and j. This equation
is equivalent to the line-dipole approximation
for Coulombic coupling between chromophores,
which gives good agreement with exact results
for short chains for inter-chromophore distances
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more than twice the inter-monomer distance
and is essentially exact for all chain lengths
when the inter-chromophore distance exceeds
three times the inter-monomer distance.51 Most
of the chromophores in our simulations satisfy
the latter condition. This approximation may
not be so accurate for adjacent π-stacked chro-
mophores in polymer aggregates. We have com-
pared the excitonic coupling between two or-
dered π-stacked P3HT decamers separated by
3.9 Å in the π-stacking direction from our model
with the value from accurate transition density
cube (TDC) calculations,52 and found that our
model overestimates the coupling by 50%. On
the other hand, our coarse-grained molecular
dynamics model overestimates the π-stacking
distance in P3HT slightly compared with ex-
periment,30 resulting in an underestimate of the
coupling of around 15% for typical π-stacking
distances compared with the TDC calculations.
Thus, we expect the excitonic couplings to re-
produce reasonably well those in the real sys-
tem.

Spectral overlap of the donor with the ac-
ceptor, XDA, is calculated by treating the
donor emission and acceptor absorption spectra
as two-level Franck–Condon progressions, with
lines replaced by Lorentzian distributions with
FWHM of 0.1 eV.53–55 The effective Franck–
Condon factor, Fm, for transitions to the vth vi-
brational level of chromophore m is determined
by

Fm =
e−SmSvm

v!
, (10)

where Sm is the Huang–Rhys parameter for
chromophore m, related to the chromophore
length by

Sm =
A2

2

∑
i

|ψmi|4. (11)

Competing with exciton hopping is radiative
decay from the donor chromophores. The ra-
diative rate is determined by

kr =
n|µm|2E2

3πε0h̄
4c3

, (12)

where n is the refractive index of the pure poly-

mer, µm = µ0

∑
i r̂iψmi is the total transition

dipole moment of chromophore m, and E is
the relaxed energy of the chromophore, which is
equivalent to the energy of the emitted photon.

Note that only excitation of and energy
transfer between local exciton ground states
(LEGSs) and the corresponding vibrationally
relaxed states is considered in this model. Exci-
ton transfer may not occur exclusively through
LEGSs, but this transport mechanism is ex-
pected to dominate for several reasons. Firstly,
as previously mentioned, these higher excited
states are expected to relax rapidly to LEGSs
on time scales (∼10s to 100s of fs27) much
shorter than the time scale of exciton hopping
(10s of ps). Secondly, the transition dipole mo-
ments (and hence oscillator strengths) of these
higher excited states, due to the oscillatory
nature of their node-containing wavefunctions,
will be smaller than those of the LEGSs,37,46

so absorption probabilities and exciton transfer
rates involving these higher excited states will
be correspondingly smaller than those involv-
ing LEGSs, particularly for less coiled chains.37

Finally, following the initial excitation, after
which the exciton rapidly finds itself in a LEGS
for the reasons mentioned above, further exci-
ton transfer will occur to other LEGSs as the
higher lying excited states are energetically in-
accessible to the generally energetically down-
hill exciton transfer process.

The initially excited chromophore is ran-
domly selected with a probability dependent on
the degree of spectral overlap of the acceptor
with the simulated laser excitation wavelength.
At each state, the exciton may either hop to
a new site or recombine radiatively. A set of
time intervals for these events is determined by
∆t = − lnx/k, where k = {kDA, kr} is the set
of all rate constants for that donor and x is
a random uniform deviate in the interval [0, 1]
chosen for each k. The event with the lowest
∆t is then selected as the transition to the new
state. If the transition is a nonradiative hop to
a new chromophore, then the process continues
until radiative decay occurs.

The free chain simulation used 68 configura-
tions taken at 8 ns intervals after an 8 ns equi-
libration period. The nanofiber system com-
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bined 63, 130, and 30 configurations of the 0.13,
1.0, and 2.0 wt% systems, respectively, taken
at 8 ns intervals after an 1.98 µs period of fiber
formation. Each timestep from the free chains
and nanofibers was processed 14 and 4 times,
respectively, to give ∼1000 configurations for
each system. Note that a single configuration
will give slightly different chromophore bound-
aries and energies on each run due to the diag-
onal disorder α present in the Frenkel–Holstein
Hamiltonian. No significant differences in the
results were observed when the different con-
centration nanofiber systems were processed in-
dividually. For each configuration, 105 excita-
tions were performed.

Model Parametrization

The parameters used in the Frenkel-Holstein
model for P3HT are summarised in Table 1.
The parameters E0, J

DD, JSE, and µ0 were
determined via quantum chemical calculations
of methylthiophene oligomers. The hexyl
sidechains of P3HT were replaced with methyl
groups to reduce computational complexity, as
this does not affect the electronic properties
of the oligomers significantly, which are dom-
inated by the backbone conjugation.56,57 Struc-
tures were geometry optimised using the AM1
method and the S0 → S1 transition energies
computed using ZINDO/S.

The transition energies from ZINDO/S cal-
culations of 3-methylthiophene oligomers agree
reasonably well with the energies of the ab-
sorption maxima for the S0 → S1 transition
of thiophene oligomers in benzene solution58

and of 3-octylthiophene oligomers in chloro-
form.59 Because relatively little energy (com-
pared with kBT ) is required to change the con-
formation of 3-methylthiophene oligomers sig-
nificantly from the minimum-energy conformer
in which the thiophene rings are coplanar,30

the calculations were carried out for oligomers
whose inter-monomer dihedral angles had been
selected randomly from a Boltzmann distribu-
tion in the dihedral potential at 298 K.30 As
shown in the Supporting Information, although
the calculations underestimate the experimen-
tal dimer transition energy by around 0.2 eV,

for longer oligomers the calculations and exper-
iments for thiophene oligomers agree within er-
ror. Thus, the parameters obtained from the
ZINDO/S calculations for the on-site excitation
and nearest-neighbor coupling energies are ex-
pected to be reasonably accurate.

The value of JSE was found by the differ-
ence in transition energies of methylthiophene
dimers with dihedral angles of 180◦ (planar)
and 90◦ (orthogonal) (see Supporting Informa-
tion). To determine E0 and JDD, the tran-
sition energies of oligomers of length 5 to 30
were plotted against the inverse of the num-
ber of thiophene units. The equivalent pla-
nar coarse-grained structures were built and the
transition (LEGS) energies determined using
the Frenkel exciton model with the values of
(JDD + JSE) and E0 selected to match, respec-
tively, the slope and intercept from the quan-
tum calculations (see Supporting Information).

The transition dipole moment of a single
monomer, µ0, was determined by plotting the
square of the transition dipole moment for
methylthiophene oliomers of length 10 to 30
against the number of thiophene units. The lin-
ear fit was then extrapolated back to give the
magnitude of the transition dipole moment of a
single unit.

The refractive index of the pure polymer, n,
was obtained from spectroscopic ellipsometry
measurements of P3HT films.60 For simplic-
ity we have ignored the wavelength dependence
of the refractive index of P3HT. The selected
value is a good estimate for regiorandom P3HT;
the refractive index for regioregular P3HT is
more heavily wavelength dependent.

In P3HT the energy of the primary normal
mode, h̄ω, corresponds to the C−−C stretch at
1450 cm−1 (0.18 eV) that is observed in Ra-
man spectra of P3HT films61 and in the single-
molecule absorption spectrum.44 The shoulders
seen in the UV-visible absorption spectrum of
P3HT nanofibers (Figure 4) also correspond to
this value.

The value for the exciton–phonon coupling
parameter, A, was chosen to match the exper-
imentally observed relaxation energy (Stokes
shift), and is similar to values used by Barford
et al. in exciton transfer simulations of MEH-
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Table 1: Summary of parameters used in exciton transport model for P3HT

parameter value
E0 Nominal on-site excitation energy for a single monomer 5.70 eV
σα Standard deviation of on-site excitation energy due to local

disorder
0.065 eV

JDD Nearest neighbor exciton transfer integral: dipole–dipole
contribution

−0.95 eV

JSE Nearest neighbor exciton transfer integral: through bond
superexchange contribution

−0.80 eV

µ0 Dipole moment of a single monomer 2.05× 10−29 C m
h̄ω Energy of normal mode of angular frequency ω 0.18 eV
A Exciton–phonon coupling 4.5
n Refractive index of polymer, n =

√
εr 1.75

PPV.36

Experimental Methods

Free chains of P3HT in solution were prepared
by dissolving regioregular P3HT (Rieke Metals,
MW = 50 000 g mol−1, 99% regioregularity) in
THF (Scharlau) by sonication at 25 ◦C for one
hour to produce 0.1 g L−1 solutions, which were
filtered through a 0.2 µm nylon filter. Nano-
fibers of P3HT were produced by precipita-
tion from anisole (Merck) at a concentration of
0.5 g L−1 using the whisker method described
by Samitsu et al..38

Steady-state absorption spectra were ob-
tained on a Cary 300 UV-visible absorption
spectrophotometer using a 1 cm path length
quartz cuvette and the free chain or nano-
fiber solution diluted to 0.01 g L−1 in THF or
anisole, respectively. Fluorescence spectra were
obtained using the same solutions on a Perkin-
Elmer LS-55 fluorescence spectrometer with an
excitation wavelength of 400 nm and excitation
and emission slit widths set at 5 nm.

Time-resolved fluorescence was measured us-
ing a fluorescence upconversion spectrome-
ter (Halcyone, Ultrafast Systems). A con-
tinuous wave 532 nm Nd:YVO4 laser at 8 W
(Millenia Prime, Spectra-Physics) pumped a
mode-locked Ti:Sapphire oscillator (Tsunami,
Spectra-Physics) to produce 800 nm pulses at a
rate of 80 MHz. A pulse picker selected pulses
at a rate of 40 MHz that were then split into

excitation and gate beams. The excitation
wavelength of 400 nm was generated by dou-
bling of the oscillator output using a BBO crys-
tal. For the isotropic emission experiments, the
gate pulse polarization was set to the magic
angle (54.7◦) with respect to the excitation
pulse. Anisotropy measurements were calcu-
lated from alternate scans with the gate pulse
parallel or perpendicular to the excitation, with

anisotropy defined as r(t) =
I(t)‖−I(t)⊥
I(t)‖−2I(t)⊥

. Each

experiment consisted of the averaging of three
runs. For each delay time point a three second
sampling time was used for a total of 1.2× 108

laser excitations. Measurements were taken in a
2 mm quartz cuvette (Starna Cells 21-Q-2) at a
concentration of 0.02 g L−1 and stirred through-
out the duration of the experiments. No pho-
todegradation of the sample was observed over
the time scale of the experiments.

Results and Discussion

Model Verification

Figure 4 compares the simulated steady-state
absorption and fluorescence spectra with those
obtained experimentally. The result for the free
chains (Figure 4a) shows reasonable agreement,
although there are quantitative discrepancies,
which are not unexpected given the simplicity
of the model. While the experimental absorp-
tion band is broader than that of the simula-
tions, the onset of absorption at the red edge
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Figure 4: Experimental and simulated steady-
state absorption and emission spectra for (a)
P3HT free chains and (b) nanofibers.

matches well. It is in this low-energy region
that the absorption is dominated by LEGSs,
indicating that the energies determined from
the Frenkel–Holstein model for these states are
reasonable. The fluorescence peak of the free
chains is also well simulated, showing that the
relaxation energies of the LEGSs are also valid.
The small shoulder present in the experimental
fluorescence peak is reproduced, but somewhat
exaggerated in the simulation data, indicating
an overestimation of the intensity of the 0–1 vi-
bronic transition.

The experimental absorption and emission
spectra of nanofibers (Figure 4b) exhibit dis-
tinct vibronic structure that is also present in
the simulated spectra. In particular, the nano-
fiber emission shows the two characteristic 0–0
and 0–1 transitions associated with H- and J-
type aggregate behavior.62 These two distinct
peaks are reproduced in the simulation data,

despite the intensity of the 0–1 transition again
being overestimated. The simulated absorption
spectrum is also significantly narrower than the
experimental nanofiber spectrum. Some of this
discrepancy may be due to only relatively small
aggregates being simulated rather than com-
plete nanofibers, so that the full distribution of
absorbing chromophores may not be captured.
On the other hand, agreement is better for the
emission spectrum, since emission is expected
to occur from a small number of low-energy
chromophores as a result of energy funneling
due to exciton transfer, which the simulations
are more successfully able to capture.

Importantly, the red-shifting of the absorp-
tion and emission peaks in the nanofiber simu-
lations with respect to those in the free chain
simulations is captured, indicating that the
Frenkel–Holstein model is responding to the
structural differences between the two systems
and reproducing reasonable energies of the ab-
sorptive and emissive chromophores. This re-
sult also indicates that the coarse-grained struc-
tural model underlying the exciton model accu-
rately captures the structural changes, such as
increases in conjugation length, that occur as a
result of chain aggregation in P3HT.

The exciton transport simulations are also
able to reproduce the dynamics of time-resolved
fluorescence upconversion experiments (see
Supporting Information), which show a dy-
namic red-shift in the emission occurring over
a period of tens of picoseconds, on a time
scale that has been attributed to exciton trans-
port,63–65 with different wavelength dependen-
cies for free chains and nanofibers. This result
implies the exciton hopping rates calculated in
the simulation agree with experimental obser-
vations.

Exciton Transport Mechanism

Figure 5 shows the mean squared displacement
of excitons over time in the free chain and nano-
fiber systems. The motion of excitons is not
clearly diffusive, with an upper limit to exciton
displacement being reached asymptotically due
to the finite size of the polymer in which the
exciton can travel. The free chains are in dilute
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solution, which means that chains are generally
well isolated from each other. This puts an up-
per limit on exciton travel distance, equal to the
chain contour length. In reality, chains are not
fully extended, nor are excitations exclusively
at the chain termini. The nanofiber aggregates
are naturally much larger than a single chain,
which immediately allows for greater exciton
travel. However, the total displacement is still
limited to 7–8 nm due to trapping effects cou-
pled with the total exciton lifetime governed by
the chromophore radiative rates (eq 12). This
result from the simulations is in good agree-
ment with the experimental values for exciton
diffusion length in crystalline P3HT.66

The difference in the mean squared displace-
ments between the free chains and nanofibers
correlates with the distribution of hop counts
for each system, shown in Figure 6. On iso-
lated chains the probability that hopping does
not occur, where excitation and emission occur
from the same chromophore, is approximately
35%. Where hopping does take place, it is
likely that only one or two hops will occur, with
the probability of an exciton undergoing more
than four hops being negligible. This obser-
vation is consistent with single-molecule polar-
ization spectroscopy experiments on disordered
P3HT,67,68 for which the decay of the corre-
lation between excitation and emission polar-
izations suggests some degree of energy funnel-
ing to the lowest energy chromophore, but the
lack of perfect anisotropy in the single-molecule
emission indicates incomplete funneling to the
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Figure 5: Mean squared displacement (MSD)
of excitons in P3HT free chains and nanofibers.
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Figure 6: Distributions of total number of hops
performed by excitons during the simulations.

lowest energy chromophore. The appearance of
broad, homogeneous emission spectra from in-
dividual molecules also suggests that emission
occurs from a variety of chromophores in the
molecule. This can be rationalized from the
exciton transport simulations, in which the ex-
tended and disordered nature of the free chains
can cause a relatively large distance and unfa-
vorable orientation between chromophores, pre-
venting the exciton from reaching the lowest en-
ergy site prior to emission. As expected, exci-
tons are more mobile in the nanofibers, with
only around 5% of excitons emitting from the
initially excited chromophore, as shown in Fig-
ure 6. Polymer aggregation clearly leads to a
larger selection of chromophores in close prox-
imity and allows for a greater selection of lower
energy acceptor sites as possible hop destina-
tions.

Exciton hopping events can be categorized
as either intra- or interchain. The proportions
of each for the free chains and nanofibers are
shown in the inset of Figure 7. The isolation of
the free chains is again evident with hops be-
ing almost exclusively within the same chain.
For the nanofibers there is a predominance of
interchain-type hops, indicating that there are
either a greater number of interchain acceptor
chromophores in the vicinity, or that they are
more strongly coupled by a smaller distance
or more favorable orientation (eq 9). Anal-
ysis of the intrachain-type hops in Figure 7
shows that, for both systems, exciton trans-
fer to the nearest-neighbor chromophore is pre-
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hops to a chromophore at the opposite end of
the chain). Inset: Probability that an exciton
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ferred. As the immediately adjacent acceptor
chromophore is likely to be both spatially close
and possess a favorable orientation with respect
to the donor, this result is expected. Simi-
larly, for the free chains, hops to more distant
chromophores become increasingly unlikely due
to the extended and disordered nature of the
chains.

However, with nanofibers the trend for exci-
ton hops between the donor and acceptor sep-
arated by two or more chromophores is more
complex. The probability of exciton hopping
to a site two chromophores away is significantly
less than that for a nearest-neighbor type hop,
but the probability of hops to sites further along
the chain then tapers off slowly. The particu-
lar nature of the chain folding is responsible for
the above phenomena. A chain that contributes
to a nanofiber is likely to fold into segments of
length ∼25 nm. As shown in Figure 8b, these
segments are divided into roughly two or three
chromophores (chromophores in a free chain are
shown in Figure 8a for comparison). The re-
mainder of the chain folds back upon itself. The
result is that beyond the directly adjacent chro-
mophore, there is a good chance the remain-
der of the chain is folded back in close prox-

Figure 8: Division of polymer chains into spec-
troscopic units for (a) a free chain and (b) a
nanofiber aggregate. Chromophore colours are
arbitrary and alkyl sidechains are not shown for
clarity.

imity. Indeed a plot of Euclidean distance be-
tween chromophores on a chain against their
separation number along the chain (Figure 9a)
shows that a chromophore at the opposite end
of a chain in a nanofiber aggregate is gener-
ally not any more spatially distant than any
other on that chain. Furthermore, if hopping
events are analyzed (Figure 9b), it can be seen
that hops to the nearest-neighbor chromophore
in nanofiber aggregates in fact have, on aver-
age, the furthest hop distance, and that hops
to chromophores elsewhere on the chains are
likely due to them being wrapped and aligned
closer than the directly adjacent neighbor along
the chain. Overall, the results show prefer-
ence for exciton migration across the chains in
nanofiber aggregates rather than along them,
most likely in the π-stacking direction due to
the close proximity and hence stronger inter-
chain coupling in this direction.6,52 Neverthe-
less, nearest-neighbor hops are the most com-
mon intrachain transitions in the nanofiber ag-
gregates due to the favorable correlated orien-
tation of the transition dipoles of adjacent chro-
mophores along the chain.

The extended structure of free chains is ev-
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Figure 9: Euclidean distance (a) between intra-
chain chromophores and (b) of intrachain exci-
ton hops versus the linear chromophore separa-
tion along the chain length. Error bars show
the first and third quartile.

ident in Figure 9a, with the Euclidean dis-
tance increasing with intrachain chromophore
separation. As a consequence, hops to sites
on the chain separated by more than two
chromophores are highly unlikely (Figure 7),
with disorder also making favorable transition
dipole alignment less probable. Figure 9b sug-
gests that hops between widely separated chro-
mophores only occurs when the chain ends are
occasionally brought close together in space.

Figure 10 shows probability maps of excita-
tion, intermediate visit, and emission events for
typical free chain and nanofiber systems. Ab-
sorption of the simulated 400-nm laser excita-
tion light occurs relatively evenly throughout
the polymer chains, although there are a few
higher energy sites that are more likely to ab-
sorb. These chromophores are well distributed
over the extended free chains, but appear to be
localized on the outside of the nanofiber struc-
tures. Emission sites are again distributed over

the length of the free chains, but appear to
be localized to just a few sites in the nano-
fiber, with a tendency for emission to occur
from within the core of the structure. The cat-
egory of intermediate visits is where a site is
an exciton transition pathway but does not di-
rectly absorb or emit photons. There are only
a small number of these sites on the free chains,
where there is a chromophore of just the right
energy bridging a high-energy absorption and
low-energy emission site. This low probabil-
ity is also reflected in Figure 6 for hop counts
greater than two. On the nanofiber, the in-
termediate sites appear to be located between
the absorbing sites on the exterior and emissive
sites on the interior of the structure. Qualita-
tively, the heat maps in Figure 10 imply there
is an energy funneling effect towards the nano-
fiber core. This energy-funneling behavior was
observed in general for the nanofiber aggregates
simulated, as illustrated for a number of other
aggregates in the Supporting Information.

To confirm this assertion, individual nano-
fiber aggregates were identified in the nanofiber
systems and exciton migration tracked in rela-
tion to the center-of-mass of the aggregate. The
aggregates were determined by finding clus-
ters of chromophores defined using a density-
based clustering algorithm, DBSCAN.69 In this
method, an aggregate is firstly located by de-
tecting a minimum of six chromophore centers-
of-mass within a sphere of 7 nm diameter, and
the boundary of the aggregate is then found
when the chromphore density falls below this
threshold. The Supporting Information shows a
plot of the mean squared displacement of an ex-
citon from the center-of-mass of its originating
nanofiber cluster over time, showing there is an
overall tendency for energy funneling towards
the aggregate center. This effect can be ex-
plained by the fact that the polymer chains are
more ordered in the aggregate core. The more
planar structure of the stacked polymer chains
in the core results in a longer conjugation length
and therefore lower energy chromophores that
make favorable acceptor sites. This is backed by
an analysis of chromophore conjugation length
and chain planarity as a function of distance
from the chromophore cluster’s center-of-mass
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Figure 10: Probability heat maps of excitation, intermediate exciton visit, and emission events on
a P3HT free chain and nanofiber aggregate.

(Supporting Information). There is a clear in-
crease in chain planarity closer to the cluster
center of mass, with a resulting increase in
conjugation length of approximately four thio-
phene units.

The tendency for excitons to migrate to-
wards the centers of the aggregates has nega-
tive implications for charge generation in conju-
gated polymer solar cells, where exciton migra-
tion to and dissociation at the donor–acceptor
interface is required. It could be expected
that nanofiber-based solar cells would pro-
vide greater efficiency than traditional bulk-
heterojunction types due to higher charge-
carrier mobilities and fiber diameters being
comparable to the exciton diffusion length, but
these solar cells do not automatically show
significant improvements over disordered bulk-
heterojunction cells.70–72 Furthermore, more re-
cently developed polymers for photovoltaic ap-
plications display high efficiency with amor-
phous microstructures, with any thermal an-
nealing to induce donor–acceptor phase sepa-

ration reducing their performance.3,73 Our sim-
ulation results suggest that a contributing fac-
tor to the poor performance of photovoltaic de-
vices containing relatively large ordered aggre-
gates is the presence of low-energy trap sites at
aggregate cores that funnel excitons away from
donor–acceptor interfaces and where exciton re-
combination eventually occurs. This effect may
also be responsible for the unexpectedly high
fluorescent quantum yields of conjugated poly-
mer nanoparticle suspensions in water, where
the water would otherwise be expected to effi-
ciently quench excitons.35,74,75 If the exciton is
rapidly funneled from the surface towards the
low-energy center of the nanoparticle it would
then be effectively protected from the aqueous
environment.

The individual nanofiber aggregates identified
from the coarse-grained P3HT configurations
all show some degree of order, but are never
perfectly crystalline. Several structural mo-
tifs are observed, similar to what has been re-
ported previously in both computational work
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and single-molecule spectroscopic experiments
on conjugated polymers.30,67,68,76,77 Notable ex-
tremes are “hairpin”-type structures, with reg-
ular, linear folding of chains like that shown in
Figure 1c, and “helices” with a more cylindrical
stacking of the chains. To investigate whether
these structural differences impact the simula-
tion results, the individual aggregates were iso-
lated using the clustering algorithm described
above and sorted using a measure of static
anisotropy defined by76

rs =
1

na

∑
i

cos2(θi), (13)

where θi is the angle between the transition
dipole moment vector on monomer i and the
sum of transition dipole moment vectors of all
monomers in the aggregate and na is the num-
ber of monomers in the aggregate. The top
and bottom ∼30% most anisotropic aggregates
were then designated as “hairpins” and “he-
lices”, respectively, and exciton transport sim-
ulations carried out for each group separately.
No significant differences between the simula-
tion results was observed, with the exception
of the fluorescence anisotropy data shown in
Figure 11b. This difference is expected, as the
helical aggregates are more isotropic by defini-
tion and should result in greater depolarization
of fluorescence as exciton hopping occurs. In-
terestingly, fitting of the anisotropy decays in
Figure 11a and Figure 11b (Supporting Infor-
mation) shows that the rate of depolarization
is similar in both forms of nanofibers as well as
in the free chains (∼7 ps), with only the magni-
tude of the final depolarization differing. This
result is consistent with experimental observa-
tions, in which there is little difference between
the depolarization rates of free chains and nano-
fibers, and although the decay time constants
are shorter than those of the simulation (∼2 ps),
they are of the same order of magnitude.

The similarity in the rates of depolarization
is initially unexpected considering the greater
mobility of excitons in the nanofibers than in
the free chains (Figure 5). A comparison of the
rate of depolarization with that of exciton dif-
fusion is given in the Supporting Information.
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Figure 11: Experimental and simulated fluores-
cence anisotropy. The measured wavelength is
that of the respective fluorescence peak of the
sample for both experimental and simulation
data (570 nm for free chains and 600 nm for the
nanofibers).

The simulations indicate that excitons in nano-
fibers move on average 40% further than those
in free chains for the same amount of fluores-
cence depolarization. This result can be ratio-
nalized by considering that although excitons
undergo more hops and travel further in the
nanofibers, the ordered alignment of the chains
acts to better preserve the direction of the tran-
sition dipole moment. The end result is a simi-
lar rate of fluorescence depolarization in nano-
fibers and free chains despite the higher exciton
diffusion rate in the nanofibers. Note that in
both the simulation and experimental data the
rates of depolarization are consistent with those
previously attributed to exciton energy-transfer
processes.63–65

The experimental fluorescence anisotropy
data in Figure 11 show ultrafast depolariza-
tion occurring in both the free chains and
nanofibers on a time scale of < 100 fs, be-

15



low the response time of the instrument. This
differs from the simulation data, in which the
anisotropy has an initial value of 0.4, indicating
perfect correlation of the excitation and emis-
sion polarizations. Ultrafast fluorescence depo-
larization is routinely observed in conjugated
polymers,12,63,78 and has been attributed to ge-
ometrical changes in the polymer due to the
strong coupling between the electronic and the
nuclear degrees of freedom.79,80 Correspond-
ingly, relaxation of the initially generated, de-
localized states (QEESs) to more localized ones
(LEGSs) occurs on the time scale of the nuclear
motion, causing rapid change in the direction
transition dipole moment as the wavefunction
evolves over the disordered chain.28,81

The absence of the ultrafast depolarization ef-
fect in the simulation data highlights some de-
ficiencies in the model. While the higher en-
ergy eigenstates of eq 1 (QEESs) contribute to
the simulated absorption spectrum (Figure 4),
it is only the LEGSs that are selected for ex-
citation during the Monte Carlo hopping sim-
ulation since, as stated previously, the QEESs
rapidly relax to the LEGS with maximum wave-
function overlap. Implementing this behavior
would account for some proportion of the ul-
trafast fluorescence depolarization. An addi-
tional contribution to the ultrafast depolariza-
tion may be due to delocalization of the ini-
tially formed exciton across adjacent chain seg-
ments, another effect that is not considered in
the simulation model. This could also account
for the slightly greater magnitude of depolariza-
tion seen in the experimental nanofiber data, in
spite of the nanofibers having greater structural
order than the free chains. The lack of these
ultrafast depolarization effects in the model is
not expected to affect the longer time-scale ex-
citon dynamics that is more relevant for energy
transfer in organic electronic devices. However,
the contribution of geometrical changes to the
fluorescence depolarization are harder to quan-
tify as the coarse-grained molecular dynamics
that provides the polymer geometry is decou-
pled from the simulation of the exciton. A
static polymer conformation over the lifetime of
the exciton is clearly not entirely realistic, but
attempting to closely couple the exciton behav-

ior and the molecular dynamics would require
extreme computational costs that would limit
application of the model to small system sizes.

Conclusions

In summary, we have used accurate coarse-
grained molecular dynamics simulations to gen-
erate large, 100-chain systems of regioregular
P3HT in two contrasting solvent environments
made by modifying the implicit solvent model.
Free chains characterized by an extended, dis-
ordered conformation were produced in a good
solvent and were well isolated in a dilute so-
lution. A marginal solvent and polymer con-
centrations between ∼0.1 and 2.0 wt% resulted
in the formation of nanofiber-like aggregates,
which exhibited a semicrystalline microstruc-
ture. From these systems, a Frenkel–Holstein
exciton model was then applied to calculate
wavefunctions and energies of chromophores,
with parameters derived from quantum chem-
ical calculations. Finally, Monte Carlo simu-
lations of Förster-type exciton migration were
performed using the Fermi Golden Rule with
chromophore couplings determined by the line-
dipole approximation, in which point-dipole in-
teractions between monomer transition dipoles
are summed.

The results of the simulations provide rea-
sonable quantitative agreement with experi-
mental steady-state and time-resolved fluores-
cence data for P3HT nanofibers and solu-
tions. Simulated exciton diffusion lengths are
also in agreement with literature experimen-
tal data. Furthermore, morphology-dependent
mechanisms of exciton transport were observed
on the molecular level. Notably, exciton trans-
fer through the nanofiber aggregates occurred
generally by interchain hops towards low-energy
sites at the core of the aggregate. These “trap”
sites are formed due to the higher level of
crystallinity resulting in more planar chains
and longer chromophore conjugation lengths.
This structure-dependent energy funneling has
implications for exciton diffusion to donor–
acceptor interfaces in bulk-heterojunction or-
ganic solar cells, particularly those employing
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polymer nanofibers, and for fluorescence yields
of conjugated polymer nanoparticles used in
fluorescence imaging. Similar rates of fluores-
cence depolarization were observed in P3HT
free chains and nanofibers in both experimental
and simulation data, in spite of exciton mobil-
ity being much greater in the nanofibers. This
phenomena can be rationalized by the fact that
the increased order of the chromophore orienta-
tions acts as a counterbalance to help preserve
the fluorescence polarization.

Our methods demonstrate a bridging of the
gap between highly accurate atomistic quantum
calculations and generalized lattice models of
conjugated polymers. A combination of meso-
scale models provides realistic polymer confor-
mations and gives molecular-level detail of ex-
citon transport in conjugated polymers on ex-
perimentally relevant length and time scales.
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(22) Maturová, K.; van Bavel, S. S.;
Wienk, M. M.; Janssen, R. J.; Ke-
merink, M. Description of the Morphol-
ogy Dependent Charge Transport and
Performance of Polymer:Fullerene Bulk
Heterojunction Solar Cells. Adv. Funct.
Mater. 2011, 21, 261–269.

(23) Nam, Y. M.; Huh, J.; Ho Jo, W. Optimiza-
tion of Thickness and Morphology of Ac-
tive Layer for High Performance of Bulk-
Heterojunction Organic Solar Cells. Sol.
Energy Mater. Sol. Cells 2010, 94, 1118–
1124.

(24) Grage, M. M. L.; Wood, P. W.;
Ruseckas, A.; Pullerits, T.; Mitchell, W.;
Burn, P. L.; Samuel, I. D. W.; Sund-
strom, V. Conformational Disorder and

18



Energy Migration in MEH-PPV with Par-
tially Broken Conjugation. J. Chem. Phys.
2003, 118, 7644–7650.

(25) Westenhoff, S.; Daniel, C.; Friend, R. H.;
Silva, C.; Sundstrom, V.; Yartsev, A. Ex-
citon Migration in a Polythiophene: Prob-
ing the Spatial and Energy Domain by
Line-Dipole Forster-Type Energy Trans-
fer. J. Chem. Phys. 2005, 122, 094903.

(26) Westenhoff, S.; Beenken, W. J. D.; Yart-
sev, A.; Greenham, N. C. Conforma-
tional Disorder of Conjugated Polymers.
J. Chem. Phys. 2006, 125, 154903.

(27) Tozer, O. R.; Barford, W. Exci-
ton Dynamics in Disordered Poly(p-
phenylenevinylene). 1. Ultrafast Intercon-
version and Dynamical Localization. J.
Phys. Chem. A 2012, 116, 10310–10318.

(28) Barford, W.; Tozer, O. R. Theory of Ex-
citon Transfer and Diffusion in Conju-
gated Polymers. J. Chem. Phys. 2014,
141, 164103.

(29) Carbone, P.; Troisi, A. Charge Diffusion in
Semiconducting Polymers: Analytical Re-
lation between Polymer Rigidity and Time
Scales for Intrachain and Interchain Hop-
ping. J. Phys. Chem. Lett. 2014, 5, 2637–
2641.

(30) Schwarz, K. N.; Kee, T. W.; Huang, D. M.
Coarse-Grained Simulations of the
Solution-Phase Self-Assembly of
Poly(3-hexylthiophene) Nanostructures.
Nanoscale 2013, 5, 2017–2027.

(31) Onoda, M.; Tada, K.; Zakhidov, A.;
Yoshino, K. Photoinduced Charge Separa-
tion in Photovoltaic Cell with Heterojunc-
tion of P- and N-Type Conjugated Poly-
mers. Thin Solid Films 1998, 331, 76–81.

(32) Ihn, K. J.; Moulton, J.; Smith, P.
Whiskers of Poly(3-alkylthiophene)s. J.
Polym. Sci. B Polym. Phys. 1993, 31,
735–742.

(33) Schenning, A. P. H. J.; Meijer, E. W.
Supramolecular Electronics; Nanowires
from Self-Assembled Pi-Conjugated Sys-
tems. Chem. Commun. 2005, 3245–3258.

(34) Park, D.; Kim, B.; Jang, M.; Bae, K.;
Lee, S.; Joo, J. Synthesis and Char-
acterization of Polythiophene and
Poly(3-methylthiophene) Nanotubes
and Nanowires. Synth. Met. 2005, 153,
341–344.

(35) Pecher, J.; Mecking, S. Nanoparticles of
Conjugated Polymers. Chem. Rev. 2010,
110, 6260–6279.

(36) Barford, W.; Bittner, E. R.; Ward, A.
Exciton Dynamics in Disordered Poly(p-
phenylenevinylene). 2. Exciton Diffusion.
J. Phys. Chem. A 2012, 116, 10319–
10327.

(37) Marcus, M.; Tozer, O. R.; Barford, W.
Theory of Optical Transitions in Con-
jugated Polymers. II. Real Systems. J.
Chem. Phys. 2014, 141, 164102.

(38) Samitsu, S.; Shimomura, T.; Heike, S.;
Hashizume, T.; Ito, K. Effective Pro-
duction of Poly(3-alkylthiophene) Nano-
fibers by means of Whisker Method us-
ing Anisole Solvent: Structural, Optical,
and Electrical Properties. Macromolecules
2008, 41, 8000–8010.

(39) Chernyak, V.; Poliakov, E. Y.; Tre-
tiak, S.; Mukamel, S. Two-Exciton States
and Spectroscopy of Phenylacetylene Den-
drimers. J. Chem. Phys. 1999, 111, 4158–
4168.

(40) Avgin, I.; Huber, D. Excitons in Disor-
dered Polymers. J. Lumin. 2007, 122–
123, 389–392.

(41) Holstein, T. Studies of Polaron Motion:
Part II. The “Small” Polaron. Ann. Phys.
1959, 8, 343–389.

(42) Holstein, T. Studies of Polaron Motion:
Part I. The Molecular-Crystal Model.
Ann. Phys. 1959, 8, 325–342.

19



(43) Spano, F. C. Modeling Disorder in
Polymer Aggregates: The Optical
Spectroscopy of Regioregular Poly(3-
hexylthiophene) Thin Films. J. Chem.
Phys. 2005, 122, 234701.

(44) Spano, F. C. Absorption in Regio-Regular
Poly(3-hexylthiophene) Thin Films:
Fermi Resonances, Interband Coupling
and Disorder. J. Chem. Phys. 2006, 325,
22–35.

(45) Barford, W.; Trembath, D. Exciton Local-
ization in Polymers with Static Disorder.
Phys. Rev. B 2009, 80, 165418.

(46) Malyshev, A. V.; Malyshev, V. A. Statis-
tics of Low Energy Levels of a One-
Dimensional Weakly Localized Frenkel
Exciton: A Numerical Study. Phys. Rev.
B 2001, 63, 195111.

(47) Barford, W.; Boczarow, I.; Wharram, T.
Ultrafast Dynamical Localization of Pho-
toexcited States in Conformationally
Disordered Poly(p-phenylenevinylene). J.
Phys. Chem. A 2011, 115, 9111–9119.

(48) Makhov, D. V.; Barford, W. Local Ex-
citon Ground States in Disordered Poly-
mers. Phys. Rev. B 2010, 81, 165201.

(49) North, A. M.; Ross, D. A. Singlet En-
ergy Migration Down Conjugated Poly-
mer Chains. J. Polym. Sci. Polym. Symp.
1976, 55, 259–267.

(50) King, S.; Vaughan, H.; Monkman, A. Ori-
entation of Triplet and Singlet Transition
Dipole Moments in Polyfluorene, Studied
by Polarised Spectroscopies. Chem. Phys.
Lett. 2007, 440, 268–272.

(51) Barford, W. Exciton Transfer Integrals
Between Polymer Chains. J. Chem. Phys.
2007, 126, 134905.
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