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Abstract

The performance of organic semiconductor devices is heavily dependent on the precise
molecular-level arrangement and overall morphology of the functional layers. In or-
ganic photovoltaic applications, exciton mobility, fission/fusion or dissociation, as well
as charge transport and separation are some of the morphology-dependent processes
that are of interest for efficient device design. In this work a combination of experi-
mental and computational techniques are used to elucidate the behaviour of excitons
in conjugated polymer and small-molecule semiconductor systems. While there is an
emphasis on photovoltaic applications, many concepts are generally applicable to other
organic electronic applications such organic light emitting diodes and photodetectors.

In Chapter 3, a pump-push-probe transient absorption technique is used to ob-
serve high-energy “hot” excitons formed by photoexcitation of the conjugated polymer
poly(3-hexylthiophene) (P3HT). The work demonstrates the ability to clearly isolate
the transient signal of the hot exciton decay processes from the thermalised exciton
population, where picosecond and sub-picosecond relaxation of hot excitons through
torsional motion in the disordered polymer chain is observed. In addition, the push-
induced dissociation of high-energy excitons into free charge carriers is able to be
quantified and an upper bound on the exciton binding energy determined.

Spectroscopic experiments on P3HT are accompanied by a hybrid quantum-classical
exciton hopping model in Chapter 4. Coarse-grained molecular dynamics are used to
obtain realistic structures of P3HT free chains and nanofibre aggregates, to which
a Frenkel–Holstein exciton model and Monte Carlo hopping simulation is applied.
This novel approach captures exciton transport properties of polymer systems with
a monomer-level of detail unachievable with continuum or lattice style models, but at
a large scale infeasible with fully quantum calculations. Reasonable quantitative agree-
ment with experimental observables is obtained, offering insight into the morphology-
dependence of exciton transport in conjugated polymers. In particular, the observed
tendency for exciton migration to the core of the polymer aggregate can explain the
relatively poor performance of highly crystalline or nanofibre-based polymer solar cells,
as well as the unusually high fluorescence yield of aqueous P3HT nanoparticles.

The effect of disorder in small molecule semiconductor films is investigated in Chap-
ter 5 in the context of singlet exciton fission and triplet fusion under the influence of
applied magnetic fields. A model is presented that extends the historical theory of
molecular spin interactions in crystalline materials and corrects the current under-
standing in the literature regarding such disordered solid-phase systems. The possi-
bility of using the fluorescence response to magnetic fields to probe the morphology
and degree disorder in the films is demonstrated. Extending the model to solution-
phase behaviour is then discussed in Chapter 6, where the potential of improving the
light-harvesting ability of solar cells through a molecular triplet–triplet annihilation
upconversion process is considered. Molecular dynamics simulations are used to ob-
tain physical parameters and collision geometry of the emitter molecules in solution.
The complications of applying a static model of triplet fusion to the dynamic solution-
phase behaviour are elucidated and the potential of synthesising an ideal upconversion
emitter molecule is discussed.
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CHAPTER 1
Introduction

1.1 Introduction
In little over a century, the electronics industry has completely changed our way of
life. Landmark inventions such as the incandescent lamp, valve tube, transistor, in-
tegrated circuit or light emitting diode (LED) could each be seen as revolutionary
devices developed in isolation, but in reality, technology progresses through a com-
bination of incremental improvements in theory, manufacturing techniques, materials
and marketing.

To date, modern electronics has been built on the back of metals such as copper,
aluminium and gold; and semiconductors based on inorganic materials like silicon,
germanium or gallium arsenide. While these are not in danger of becoming obsolete
any time in the near future, a new breed of electronics is emerging. Organic electronics
leverage the power of chemistry to synthesise new materials with specifically engineered
physical and electronic properties. Organic devices promise benefits such as mechanical
flexibility and simplified manufacturing techniques using low-cost materials. Some
organic electronic devices are already in use today; the most visible example being
organic light emitting diode (OLED) displays in consumer products like mobile phones
and televisions. Further large-scale commercial applications of organic electronics still
require improvements in efficiency, device longevity and ultimately cost. Achieving
these goals requires a fundamental understanding of the energy and charge transport
behaviour at the molecular level.

One of the difficulties in the design of organic semiconductor devices is that the
performance is heavily dependent on the microstructure of the semiconductor active
layer. The relatively disordered, heterogeneous nature of organic semiconductor solids
means that knowing the chemical structure of the constituent molecules gives little
indication of the actual device performance. As the electronic properties depend on
both quantum effects and large scale morphology, a fundamental understanding is
crucial but challenging to achieve.

This work attempts to address how structure and morphology such as molecular
packing and orientation affect the electronic properties of organic semiconductors, with
a focus on energy transport processes. A better understanding of these relationships
will ultimately assist the design of better, more efficient devices.

1.2 Organic Semiconductors
The categorisation of a material as an electrical conductor, semiconductor or insulator
is determined by the density of states (DoS) at the material’s Fermi level.7 Conductors
such as metals have a high DoS at their Fermi level, thus electrons and electron holes
are free to move through the material by migrating through the multitude of partially
occupied states. Insulator and semiconductor materials are both characterised by a
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zero density of states at the Fermi level; the Fermi level lies in the band-gap between
the valence and conduction bands. If the size of the band-gap is large, all electrons are
trapped in the filled valence band, thus there can be no net movement of charge and
the material is considered an electrical insulator. If the band-gap is small, electrons
may cross from the valence to the conduction band due to thermal or optical excitation.
The resulting partially-occupied bands allow electrons and holes to become mobile. In
this situation the material is considered a semiconductor.

In small organic molecules, molecular orbital theory defines discrete electronic en-
ergy levels and occupancies.8 Discussion of a molecule’s electronic properties revolves
around the individual highest occupied molecular orbital (HOMO) and lowest unoc-
cupied molecular orbital (LUMO) energies rather than broad valence and conduction
bands. If, however, many molecules are packed together such as in a molecular crystal,
the array of HOMO and LUMO energy levels start to merge. Although in most cases
there remains somewhat distinct, localised states as opposed to the continuous band
structure of a traditional inorganic semiconductor, this array of HOMO and LUMO
states are often referred to as the valence and conduction bands. In this sense, most
organic materials have a large band-gap and are considered electrical insulators. Ex-
tensive conjugation in a molecule allows for a delocalised π-electron system and acts to
lower the HOMO–LUMO gap. As such, organic semiconductors are almost exclusively
molecules with highly conjugated or polyaromatic systems.9–11

In traditional inorganic semiconductor materials, the addition of impurities can
manipulate the DoS around the valence and conduction bands, and therefore control
the band gap.12 Organic materials can be doped in a similar fashion.13,14 Taken to the
extreme, the crystallisation of charge-transfer complexes can lead to conductive organic
solids.15

One major benefit of organic semiconductor materials is their synthetic origin, thus
there is a large variety of chemical modifications available during production that
can manipulate their physical and electronic properties. Tuning of the valence or
conduction band energy level,16,17 charge separation ability,18,19 physical strength and
flexibility20,21 and solution processability22,23 are just some of the characteristics that
can be targeted by structural modification of the organic semiconductor molecules.

1.2.1 Applications
Organic semiconductors can potentially be used in any application where conventional
inorganic semiconductors are already in use. Diodes and transistors,24–26 photodetec-
tors,27,28 OLEDs29–32 and photovoltaics33–35 have all been demonstrated. Additionally,
organic materials offer interesting new properties, enabling new use case scenarios. In
particular, mechanical flexibility is seen as a significant benefit, allowing electronic
devices to be built into paper, fabrics or applied to surfaces.36–39 The ability to man-
ufacture transparent devices is also a significant opportunity for display and lighting
applications,40,41 where the panel is transparent when not illuminated. Semitranspar-
ent photovoltaic cells could be used in places such as window tinting, where traditional
solar panels would be unsuitable.42,43

Currently, the most visible use of organic semiconductors are OLED displays used
in small electronic devices, mobile phones and televisions. As opposed to LCDs, each
pixel generates its own light. Since full back-lighting of the LCD panel is not required,
power consumption is lowered and contrast is improved as there is no light leakage
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Figure 1.1: An OLED display on a mobile phone.∗ Reduced power consumption and
increased contrast are two significant advantages over liquid crystal displays (LCDs) in this
application. The curved edges on this model demonstrate the flexible nature of the display
panel.

through what should be a black LCD pixel. The mechanical flexibility of OLEDs are
sometimes put to use with curved screens on televisions and phones, as demonstrated in
Figure 1.1. There is, however, still room for improvement in OLED technology. Power
efficiency improvements are always desirable, particularly for battery powered devices.
Limited lifespan of the emitter molecules can also cause “burn in”, where pixels that
are more often illuminated degrade, leaving a persistent image on the display.44

Organic solar cells are in effect the opposite of OLEDs, instead converting incident
light into electricity. Despite organic photovoltaics being the subject of intense research
over the last fifteen years or more,33,45 widespread commercial use is yet to occur.

Figure 1.2: A commercially available organic solar cell† manufactured through a roll-to-roll
printing method.

Organic solar cells are available for purchase, such as those shown in Figure 1.2, but
currently the cost-to-power ratio does not make them economically competitive with
other technologies. Reducing the cost of manufacturing has been a clear goal, and
one that organic devices are particularly suited. The raw materials do not include
rare and expensive metals nor require the energetically-expensive high-temperature
refinement of silicon wafers. Soluble organic semiconductors allow fast and automated
production techniques such as “roll-to-roll” printing.46–48 Careful design of the light-
harvesting donor and electron-acceptor molecules can induce self-assembly of the active
∗Samsung Galaxy S6 Edge http://www.samsung.com/au/galaxy-s6/
†InfinityPV Foil http://infinitypv.com/infinitypro/opv/foil

http://www.samsung.com/au/galaxy-s6/
http://infinitypv.com/infinitypro/opv/foil
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layer structure during the printing process, with the bulk-heterojunction motif being
the most prominent example.49–54

The flip-side to the cost-to-power ratio is device efficiency. Efficiency of organic
devices has been reported at above 10%, on par with amorphous silicon, but around
half the efficiency of the crystalline silicon cells in common use today.55 Note that
while these numbers may seem poor, the Shockley–Queisser limit defines an upper
efficiency bound for a single-junction solar cell of around 32% under solar irradiation;56
nevertheless there is clearly room for improvement.

There are many sources of loss in an organic photovoltaic cell. Identifying and
overcoming them requires an intricate and molecular-level understanding of the funda-
mental processes involved. Ultimately, the recombination of photogenerated excitons
must be minimised in favour of charge-carrier generation,57–59 which relies on an opti-
mum balance of energy levels of the donor and acceptor materials.18,60 The nanoscale
morphology of the active layer is also highly influential in this regard, and must ad-
ditionally promote effective charge-carrier transport to the electrodes.61–63 Relatively
minor changes in the the physical construction of the device’s layers or electrodes can
also make a significant impact on the performance of the device.42,64 Novel approaches
to enhancing solar cell efficiency include techniques such as photon downconversion or
upconversion to better match the solar spectrum to the semiconductor band gap, po-
tentially overcoming the Shockley–Queisser limit.65–67 Some theoretical and practical
aspects of these techniques are considered in Chapters 5 and 6.

Unfortunately, any single improvement to an organic solar cell design does not occur
in isolation, and there is a delicate balance to ensure an optimal device efficiency. The
projects presented in this thesis each have a focus on addressing solar cell efficiency
in some way, though the theory is often generally applicable to other optoelectronic
applications.

1.2.2 Conjugated Polymers
Conjugated polymers, sometimes referred to as conducting polymers, are characterised
by a continuous series of conjugated bonds along the entire length of the polymer
backbone. Here, conjugation refers to a pattern of alternating single and double or
triple bonds through the molecular structure. Individual monomer units often have
aromatic nature, but this is not a requirement. Structures of some common conju-
gated polymers are shown in Figure 1.3. The simplest example is polyethyne (1), first
formed by the polymerisation of ethyne (acetylene) in the mid twentieth century.68 Fur-
ther development on the family of linearly conjugated polymers and the recognition
of their interesting electrical characteristics reached a renaissance in the 1970s,69–71
with the work by Alan Heeger, Alan MacDiarmid and Hideki Shirakawa ultimately
being awarded with a Nobel Prize in Chemistry in the year 2000 for the discovery and
development of conductive polymers.72

Polyethyne itself is not a particularly useful due to its low solubility and high reac-
tivity. Alternate monomer units in the conjugated backbone, plus chemical substitu-
tions along the chain can be made to manipulate the physical and electronic properties
of the polymer.73–76 Substituted polythiophenes and poly(phenylenevinylene)s (PPVs)
are typical examples. P3HT (3) has become somewhat of the “fruit fly” of polymer solar
cell research, as it is stable, soluble and well characterised.77 Although greater efficien-
cies have been achieved with lower band-gap polymers,78,79 simple bulk-heterojunction
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Figure 1.3: Structures of the conjugated polymers 1 polyethyne, 2 poly(3-methylthiophene)
(P3MT), 3 poly(3-hexylthiophene) (P3HT) and 4 poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-
phenylenevinylene] (MEH-PPV). The structures shown in 2 and 3 are the regioregular vari-
ants, with strict head-to-tail type bonding of the monomer units.

designs readily achieve efficiencies of 5%.62 MEH-PPV (4) is a common alkyloxy sub-
stituted PPV, popular due to its early success in the production of OLEDs.80,81

The physical properties of conjugated polymers differ somewhat to other polymers
due to the increased stiffness afforded by the π bonding system. These properties are
readily modified by the polymer tacticity or character of the sidechain substitutions.
For substituted polythiophenes like P3HT, pure head-to-tail (regioregular) links as
shown in 3 create a polymer with significantly different physical and electronic prop-
erties to random linkages (regiorandom), as steric crowding of the hexyl sidechains
will restrict planarisation of the thiophene rings. While regioregular P3HT is able to
form semicrystalline structures in the solid phase, regiorandom P3HT remains amor-
phous.82–85

The properties of conjugated polymers are also heavily influenced by morphology,
created by the local ordering of the chains. Under appropriate conditions, conjugated
polymers will readily self-assemble into complex structures such as nanoparticles or
nanofibres which display radically different physical and optical characteristics com-
pared to amorphous or solution phase structures.86–93 Simplistically, twists and bends
in the polymer backbone act to reduce the orbital overlap of the conjugated π system,
effectively creating conjugation breaks and dividing the chain into spectroscopic seg-
ments. These segments, termed chromophores, are the localised sites responsible for
the light absorption and emission in the polymer system. The precise definition of a
chromophore requires a quantum mechanical description of the exciton delocalisation
over the disordered polymer chain.94–96 Chapter 4 in particular investigates the role of
polymer morphology on the mobility of excitons in the context of charge generation in
polymer-based solar cells.

Conjugated polymers are not intrinsically conducting, but doping can effectively
create organic metals. In its pure solid state, the poly(3,4-ethylenedioxythiophene)
(PEDOT) (5, Figure 1.4) is highly insoluble, but when combined with the anionic
polymer poly(4-vinylbenzenesulfonic acid) (PSS) (6) it becomes heavily p-doped, cre-
ating a conductive and water-dispersible polymer.97 This combination is commonly
used as a flexible and transparent conducting or hole-transport layer in optoelectronic
devices, though other anions such as chloride or tosylate are also common dopants.98–102
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Figure 1.4: Structures of the conjugated polymer 5 PEDOT and 6 the commonly used
(non-conjugated) polymer dopant PSS.

1.2.3 Small Molecule Semiconductors
The first work on small molecule organic semiconductors was on crystals of polyaro-
matic molecules such as anthracene and tetracene, where their interesting optical prop-
erties made them a target for much research.103–108

The first solar cells based on an organic light harvesting material were inspired by
photosynthesis and simply used chlorophyll sandwiched between metal electrodes.109
Despite the low efficiency, this milestone demonstrated the potential applications of or-
ganic electronic devices. The introduction of dedicated electron-acceptor layers and the
stacking of multiple semiconductor junctions provided incremental improvements.110
The discovery and use of fullerenes as highly efficient electron acceptor materials,
and the blending of the donor and acceptor materials (the bulk heterojunction) had
shown success with conjugated polymer-based solar cells and were also demonstrated in
small molecule based devices.111,112 More recently, polymer-based solar cells tend to be
favoured over small molecule devices although oligomer-based devices, straddling the
border between the two extremes, have also demonstrated good success.113 Oligomer
type molecules that integrate both the electron donor and acceptor regions into their
structure are also the subject of recent research to precisely manipulate charge separa-
tion and the self-assembly of the heterojunction microstructure.19,114,115

Perhaps the most significant breakthrough for the application of small molecule
semiconductors was in the construction of the first OLED,116 where they still find
widespread use today. Early OLEDs used fluorescent molecules which rely on the gen-
eration and emission from singlet excitons. This intrinsically limits efficiency to below
25% due to spin statistics. Dramatically improved efficiency was obtained by taking ad-
vantage of emission from the triplet state through the incorporation of phosphorescent
molecules in a p-i-n junction type construction.117–119 More recently, molecules with a
small energy gap between the singlet and triplet levels have been shown to reach 100%
internal quantum efficiency through thermally activated delayed fluorescence.120–124

Because impurities in organic crystals act as trap sites and restrict charge carrier
mobility,125 it has only been relatively recently that high efficiency field effect transistor
(FET) devices have been constructed from single crystals of small molecules such as
rubrene and tetracene.126–130 Construction of flexible and transparent FETs are of
interest for use in switching OLED pixels in an active matrix display.26,31

The ability to synthesise and modify organic molecules is a distinct advantage
over inorganic semiconductors, allowing the physical and electronic properties to be
readily modified. Rubrene (7, Figure 1.5) is a substituted tetracene, which exhibits
enhanced solubility and charge carrier mobility.131,132 Substituted perylene (8) and
fullerene derivatives such as PCBM (9) find use as electron acceptor materials in organic
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Figure 1.5: Structures of 7 rubrene, 8 perylene and 9 phenyl-C61-butyric acid methyl ester
(PCBM).

solar cells.18,133–135
In Chapter 5, the quantum mechanical spin considerations in the fission of singlet

excitons to a triplet-pair in amorphous rubrene (7) films is discussed. In Chapter 6
both rubrene and perylene (8) are studied in the context of emitter molecules in a
photochemical upconversion device.

1.3 Energy and Charge Transport

1.3.1 Optical Processes
The interaction of light with an optically active molecule is fundamental to the op-
eration of an optoelectronic device like a solar cell or OLED. Small molecule organic
semiconductors or conjugated polymer chromophores act no differently to any other
molecule in this regard: photon absorption or emission is directly associated with an
electronic transition within the molecule. The most common optical processes are
summarised in Figure 1.6. Photon absorption usually occurs via the HOMO to LUMO
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Figure 1.6: Some optical processes available to a chromophore include ground-state absorp-
tion (Abs.) of a photon to produce a singlet excited state, radiative decay by fluorescence
(Flu.) from the singlet excited state, stimulated emission (SE) from the singlet excited state,
excited-state absorption (ESA) by the singlet excited state to produce a high-energy singlet
state, inter-system crossing (ISC) from the singlet to triplet manifold, radiative decay by
phosphorescence (Phos.) from the excited triplet state, and various non-radiative internal
conversion (IC) decay processes.
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transition, promoting the molecule from its ground S0 state to produce the first excited
singlet state S1. In an organic semiconductor material, the individual variations in each
chromophore’s HOMO and LUMO energies creates the band structure, so this becomes
the equivalent of the valence to conduction band transition. From the excited S1 state,
a spontaneous radiative transition back to the ground state produces fluorescence. The
radiative S1 to S0 transition may also be induced by an incident photon of equivalent
energy, this process of stimulated emission (SE) effectively “clones” the incoming pho-
ton. Inter-system crossing (ISC) from the singlet to triplet manifold requires the spin
flip of an electron, usually giving the first excited triplet state T1. As the T1 to S0
transition is spin-forbidden, lifetimes of the excited triplet state are generally much
longer than that of the singlet excited state. Radiative decay from the T1, although
spin-forbidden, does occur slowly and is termed phosphorescence. Absorption to induce
transitions other than from HOMO to LUMO are known as excited-state absorption
(ESA) and will generate higher-energy states such as Sn, Tn. Non-radiative decay is
possible through a number of means, known collectively as internal conversion (IC)
processes.

1.3.2 Excitons, Polarons, Charge Carriers

In an organic semiconductor material, absorption of a photon to induce the HOMO
to LUMO transition as shown in Figure 1.6 is analogous to promoting an electron to
the semiconductor conduction band, leaving a positively charged electron hole in the
valance band. The low relative permittivity of the material means that Coulombic
attraction between the electron and hole is strong, thus they are not free to migrate
independently through the material and are instead bound together within some finite
distance.136,137 This bound excited state is termed an exciton, and can be described
quantum mechanically as the electron and hole acting together as a virtual parti-
cle.104,138–140 If there is a strong coupling between the motion of the exciton and the
nuclei of material lattice, the exciton can become localised (sometimes referred to as
self-trapping).141,142 In conjugated polymers, conformational disorder and chemical de-
fects along the polymer backbone act to localise the exciton onto short conjugated
segments, often referred to as chromophores.143–145 The binding energy of the exci-
ton is on the order of 1 eV or less,146 and so may be dissociated into its constituent
electron and hole by means such as input of excess photon energy,1,147 or at the in-
terface with another material like PCBM (9, Figure 1.5) that can act as an electron
acceptor.134,148 Exciton dissociation is at the heart of charge generation in organic solar
cells. In an LED, the opposite process occurs; electrons and holes are injected into the
semiconductor to form excitons, which then radiatively recombine to give the emission
of photons.

In a semiconductor, the separated electron or hole are the fundamental carriers of
negative or positive charge, respectively. Due to the interactions between the localised
charge and the nuclei, distortion of the material lattice can occur and act to stabilise
the charge carrier. The distortion is coupled to the vibrations (phonon modes) of the
lattice as the charge carrier moves through the material. The coupled charge carrier
and lattice distortion is known as a polaron.149–153 The charged nature of polarons
distinguishes them from the excitons. They can be neutralised by encounter with a
free charge of opposite polarity, and the more significant distortion on the lattice gives
them a greater effective mass and thus slower speed of migration through the material.
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1.3.3 Energy Transfer Mechanisms

1.3.3.1 Dipolar Coupling Mechanism

In conjugated polymers, exciton transport occurs through a process referred to as
excitonic energy transfer (EET).154 When chromophores are weakly coupled, as is gen-
erally the case, this occurs through discrete “hopping” events between chromophores.
This is a dipolar coupling mechanism governed by Förster resonance energy transfer
(FRET).155 The rate of exciton exchange between the donor and acceptor is there-
fore dependent on the separation distance, orientation and spectral overlap the chro-
mophores.

Donor Acceptor Donor Acceptor

En
er

gy FRET

Figure 1.7: FRET transfers energy between a donor and acceptor chromophores via a non-
radiative dipole coupling mechanism. The transitions on the individual donor and acceptor
molecules must be spin-allowed, thus FRET usually occurs between singlet states as shown
here.

As FRET is a resonance energy transfer process, no electron exchange takes place,
as shown in Figure 1.7. This means that while the donor and acceptor sites must be
relatively close in space (within around 10 nm), they do not need to be in intimate
contact. The electronic transitions of both the donor and acceptor need to be spin al-
lowed, however, so the hopping mechanism is generally restricted to singlet excitons.156
EET can however also be facilitated by other mechanisms, such as electron exchange
described in Section 1.3.3.2, and quantum-coherent energy transfer has been shown to
occur in pure MEH-PPV polymer systems and P3HT/PCBM blends.157–159

r

hv

hvŵ

v̂

ŵ

v̂

(a) absorption (b) EET (c) emission
Figure 1.8: Example of energetic processes that may occur in a conjugated polymer system.
Light is absorbed (a), exciting a chromophore with dipole moment in the direction shown by
v̂. EET occurs (b), with the generated exciton hopping to a new, lower-energy chromophore
site with dipole moment direction shown by ŵ. The vector r is the separation between
the centres of the donor and acceptor chromophore sites. Emission occurs (c) by radiative
recombination of the exciton. The photon emitted by fluorescence is lower in energy and
exhibits a rotated polarisation relative to the absorbed photon.
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Figure 1.9: DET is an electron exchange mechanism, therefore requiring the donor and
acceptor to be within ∼10Å to allow sufficient orbital overlap. The total spin of the donor-
acceptor pair must be conserved during the process; here the exchange occurs between a
triplet state donor and singlet state acceptor.

Exciton transfer in a conjugated polymer is illustrated in Figure 1.8. In this
schematic, an incident photon is absorbed to produce a singlet exciton. The exciton in
initially localised on the chromophore with transition dipole moment in the direction
shown by the unit vector v̂. A nearby chromophore has a transition dipole moment
in the direction ŵ and the centre-of-mass separation between the two chromophores
is shown by the vector r. EET occurs, transferring the exciton energy to the distant
chromophore. Subsequently, further hopping events may occur to other chromophores,
the exciton may be dissociated at a heterojunction interface or, as shown, the exciton
may radiatively recombine to emit a photon.

Exciton migration is generally an energetically downhill process,160 thus the emit-
ted photon will be of longer wavelength than that absorbed; this is one reason why
conjugated polymers generally show a large Stokes shift.69 The disordered alignment
of the chromophores also results in any polarisation of the excitation light being lost in
the fluorescence.161 Both these phenomena occur over a finite time period and are able
to be observed using time-resolved fluorescence or fluorescence anisotropy experiments,
as described in Sections 2.1.2 and 2.1.2.1.

The scheme shown in Figure 1.8 is highly simplified. It does not take into con-
sideration factors such as the relative energy of the chromophore sites (spectral over-
lap), excited state conformational changes or delocalisation of the exciton over the
disordered polymer chain. For example, the scheme assumes the point dipole approxi-
mation where the orientational component to the dipolar coupling is simply given by
κ = v̂ · ŵ − 3(v̂ · r̂)(ŵ · r̂). Improved Förster-type models have been developed that
more accurately reflect the quantum mechanical nature of the exciton and complex
chromophore geometry.161–164 Chapter 4 discusses many of these aspects during the
implementation of a detailed exciton hopping simulation method.

1.3.3.2 Electron Exchange Mechanisms

If two molecules are in very close proximity so that there is sufficient orbital overlap,
electron exchange may occur. This requires separation distances on the order of the
molecules’ van der Waals radii, typically 10Å or less. The transfer of an excited state
through this mechanism is termed Dexter excitation transfer (DET),165 as illustrated
in Figure 1.9. As there is electron exchange between the donor and acceptor, there is
no spin restrictions on the individual molecules, though the combined total spin of the
donor plus acceptor must be constant.156 For example, in Figure 1.9 the donor is an
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excited triplet state and the acceptor in its singlet ground state. Following the DET
process, the acceptor is now in the excited triplet state and the donor has returned
to the singlet ground state. For this reason, DET type exchange processes are often
encountered in interactions of triplet states.

S* S T* T*

En
er

gy Singlet Fission

Triplet Fusion

Figure 1.10: Fission of a singlet exciton into a pair of triplets. The reverse process is
the fusion of two triplet excitons into a singlet. Like DET, the total spin of the system is
conserved.

Singlet fission and triplet fusion can be considered special cases of electron ex-
change. The processes are shown in Figure 1.10, where the forward reaction is singlet
fission and the reverse being triplet fusion.166 Like DET, the total spin of the system
is conserved, the difference being that the excitation energy is split between the two
sites during the singlet fission process. Both singlet fission and triplet fusion are of
interest in enhancing the efficiency of optoelectronic devices. In photovoltaic applica-
tions, splitting a singlet exciton generated from absorption of a high-energy photon
into a pair of triplet excitons can, in principle, increase the quantum efficiency through
generation of two electrons for each incident photon.67,167 Similarly, it is possible to
harvest the otherwise wasted photons with energy below the band gap of the semicon-
ductor through a triplet fusion process, called triplet–triplet annihilation upconversion
(TTA-UC).168–171 Modern OLED technology already makes use of the triplet state for
enhancement of efficiency, where spin statistics would otherwise limit generation of the
fluorescent singlet state from uncorrelated electron–hole pairs to 25%.172–175 If analo-
gous techniques can be applied in photovoltaics, singlet fission into a pair of triplets
has the potential to further improve performance.176

Chapters 5 and 6 address singlet-fission and triplet–triplet annihilation processes in
the context of theoretically increasing solar cell efficiency beyond the Shockley–Queisser
limit.

1.4 Morphology and Electronic Properties
Morphology refers to the spatial arrangement of the organic semiconductor molecules
or polymer conjugated chains over a range of length scales. At the smallest level, this
can mean the orientation of a pair of adjacent molecules or polymer chromophores; at
the largest this describes the construction of a device on the micrometre scale. At the
intermediate level, local crystal defects or sizes of amorphous versus semicrystalline
domains are of interest.

A striking example of the effect of morphology is during the formation of conjugated
polymer nanoparticles or nanofibre structures. In a good solvent, the polymer chains
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Figure 1.11: P3HT in a series of mixtures of good (chloroform) and marginal (anisole)
solvents showing a gradient between well-solvated free chains and nanofibre aggregate for-
mation. Each solution has a polymer concentration of 0.5 g L−1. The sample on the left is
75% chloroform by volume, ranging down to 55% on the right. The optical properties of the
polymer change dramatically with the different arrangements of the chains.

are isolated with an extended conformation, but in a poor solvent the polymer chains
can self-assemble into aggregates with measurably different electronic properties.87 The
aggregation process is easily observable as a dramatic colour change of the polymer
solution, as shown in Figure 1.11. These solutions were produced with a mixed solvent
method,92,177 in this case using P3HT in a blend of a good solvent (chloroform) and
a marginal solvent (anisole) at room temperature. Nanofibres may also be grown by
exploiting the properties of a marginal solvent, where the polymer is soluble at high
temperatures, but forms semicrystalline aggregates at lower temperatures.90 Similar
chromatic shifts are seen in the formation of conjugated polymer nanoparticles. When
the solvated polymer is injected into aqueous solution, the hydrophobic chains rapidly
collapse to form a nanoparticle suspension.178–180

Being able to control the morphology of conjugated polymers in this way is of
great interest, particularly in the manufacture of organic solar cells. The charge carrier
mobility and efficiency of a bulk heterojunction type device is heavily influenced by
the thickness of the active layer and the size and alignment of the donor and acceptor
domains formed during manufacture.181–183 In rapid “roll-to-roll’ printing techniques,
the morphology of the active layer can be controlled with simple methods such as the
solvent mix during deposition,184,185 or with subsequent thermal annealing to modify
the size of the crystalline domains.62,63,186

Spectroscopic techniques exist that are able to observe the optical properties of a
single, isolated polymer chain. In this scenario, the optical properties can be related to
the chain conformation and disorder using relatively simple models based on planarity
and conjugation length (the one dimensional “particle-in-a-box”) and FRET.187,188 As
the system size increases, so too does the complexity of the interactions. Semicrystalline
polymer aggregates will display noticeably different behaviour depending on the partic-
ular stacking arrangement of the chains, leading to the H- and J-type aggregate models
that describe the relative alignment of the chromophore transition dipole moments and
the subsequent effects on absorption and emission wavelengths.189–195 Figure 1.12 il-
lustrates how the excitation energy of a pair of adjacent chromophores can change
depending on their spatial arrangement.139 In the case of a face-to-face stacking of
the chromophores (H aggregate motif), the transition dipole moments (TDMs) will
be arranged parallel. The overall dipole moment of the pair will be strongest for the
parallel transition, but this requires greater energy to overcome the head-to-head type
arrangement of the individual dipoles. Conversely for the inline stacking (J aggregate
motif), the strongest, in-phase transition will require a lower excitation energy due to
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Figure 1.12: Energy level diagram indicating the difference in excitation energies of a
pair of coupled chromophores depending on their spatial arrangement. The parallel, face-
to-face stacking represents a H-type aggregate, in which the excitation energy is greater to
overcome the unfavourable head-to head arrangement of the individual chromophore dipoles.
Conversely, the inline, end-to-end stacking of a J-type aggregate displays a lower excitation
energy due to the favourable head-to-tail dipole arrangement.

the favourable head-to-tail arrangement of the chromophore dipoles. A real conjugated
polymer system will generally comprise a complex blend of H, J and HJ aggregate mo-
tifs. Chapter 4 presents a detailed model that links the local chain conformation and
larger scale structure of a conjugated polymer system to the exciton transport and
observed optical properties.

Small molecule organic semiconductor devices are similarly affected by morphology
of the active layers. In molecular crystals, defect sites caused by impurities create
energy barriers that trap charge carriers.125 This phenomena can drastically reduce
the efficiency of devices such as organic FETs.129,130 In OLEDs, physical defects in the
organic active layer can act to short-circuit the device,196 so careful control over the
structure of the device layers is critical. For example, roughness of the substrate surface
or electrodes can propagate through to subsequent layer, degrading performance.197
The interfaces between layers are also affected by morphology. A good interface will
allow effective electron or hole injection,198 and techniques like thermal annealing have
demonstrated enhanced performance by improving the interfaces to the active layer.199

The efficiency of singlet fission and triplet fusion processes are affected by the rel-
ative orientation of the two exciton sites. This may be observed experimentally in
crystals of small organic molecules with different crystal packing,200 or in molecules
specially synthesised to modify the exciton site geometry.201,202 The theory of exciton
spin interactions including singlet fission and triplet fusion was studied extensively in
the late 1960’s by Merrifield.166,203–205 While the theory was oriented towards interac-
tions in ordered molecular crystals, it is general enough to apply to more disordered
systems. Chapter 5 applies the model to singlet fission and triplet fusion processes in
disordered rubrene films and corrects some errors in the current literature understand-
ing of the theory for these type of disordered systems. The revised theoretical model
for triplet–triplet interactions is detailed in Section 2.2.3.

Triplet fusion is an integral step in a photochemical upconversion system, which may
be used to enhance the efficiency of photovoltaic devices by enabling the harvest of sub-
bandgap photons.67 Typically, these systems are based on a TTA-UC process, using a
solution-based mixture of sensitiser and emitter molecules.168,169,206–209 Solution-phase
could be considered the epitome of disordered systems, yet on the molecular scale, the
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orientation of emitter molecule collisions are not completely uncorrelated. In Chapter 6,
the role of the emitter molecule structure on the geometry of the pair interactions
and the subsequent effect on upconversion efficiency are investigated, with the goal of
engineering the ideal emitter molecule for a solution-based TTA-UC system.
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CHAPTER 2
Methods

2.1 Experimental Methods
This section outlines several ultrafast spectroscopic techniques used in this work. Ultra-
fast spectroscopy uses pulsed lasers as the light source, typically with a pulse duration
measured in femtoseconds (10−15 s). It is the short pulse duration that allows these
techniques to achieve their high time resolution.

The methods described in Sections 2.1.1 and 2.1.2 used the output of a regenerative
amplifier as the source for all laser pulses. A 532 nm continuous-wave Nd:YVO4 laser
at 8 W (Spectra-Physics, Millenia Prime) pumped a mode-locked Ti:Sapphire oscillator
(Spectra-Physics, Tsunami) producing 800 nm pulses at a rate of 80 MHz. These were
used as the seed pulses for the regenerative amplifier (Spectra-Physics, Spitfire Pro XP
100F) which was pumped by a 20 W 1 kHz Q-switched Nd:YLF laser (Spectra-Physics,
Empower). The output from the amplifier consisted of 800 nm pulses with a duration
of 100 fs and a 1 kHz repetition rate.

The experimental apparatus are described here in a general manner. Experiment-
specific details including as pulse power, spot sizes and polarisation are given in the
relevant experimental sections of Chapter 3 and 4.

2.1.1 Transient Absorption Spectroscopy

2.1.1.1 Pump-Probe

Pump-probe spectroscopy refers to the use of a “pump” laser that is absorbed by the
sample to generate the photoexcited state, and a “probe” laser that is used to measure
the absorbance of the sample after some time interval. The absorbance data is obtained
as a function of wavelength λ and time t, and is typically represented as the change in
absorbance (A) or optical density (OD) relative to the steady-state absorbance as

∆OD(λ, t) ≡ ∆A(λ, t) = A(λ, t)pump − A(λ, t)no pump (2.1)

The absorbance in the absence of the pump A(λ, t)no pump is equivalent to the steady-
state absorption spectrum, but a series of alternate pump-on and pump-off measure-
ments are collected to reduce noise induced by fluctuations in the laser intensity. The
probe may be a monochromatic laser to study a particular transition of interest or, as
described below, a broadband “white light” supercontinuum which is able to measure
absorptions across a wide spectral range with a single laser shot. By delaying the rela-
tive arrival time of the pump and probe pulses, the time resolution of the spectrum is
achieved. The dynamics and decay of the excited species is then able to be observed
from the composition of the many individual pump-probe measurements.

Using the energy level diagram in Figure 1.6 for reference, the pump wavelength
is typically selected to match the S0 to S1 absorption, producing a sample population
in the S1 state. The subsequent probe may then measure several phenomena. The
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reduced population of the S0 ground state means the normal ground state absorption
is diminished. This is observed as a negative ∆OD across similar wavelengths as the
steady-state absorption spectrum and is called a ground-state bleach (GSB). A probe
photon tuned to the same wavelength as the fluorescence (S1 to S0 transition) can cause
stimulated emission (SE), as shown in Figure 1.6. As emission of light is the opposite
of absorption, SE is observed as a negative ∆OD across similar wavelengths as the
steady-state fluorescence spectrum. The SE spectrum may have a markedly different
appearance to the fluorescence spectrum, for as the steady-state spectrum comprises
the sum of all light ever emitted from the system, the SE may evolve rapidly over
time as excited-state relaxation or reorganisation processes occur. Excited species may
absorb an additional photon from the probe to reach a higher-lying excited state, for
example through the S1 to Sn or T1 to Tn transitions. This excited-state absorption
(ESA) is seen as a positive ∆OD signal, usually in the lower-energy regions of the
spectrum.
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Figure 2.1: Schematic of the pump-probe transient absorption apparatus.

Pump-probe experiments were conducted using a commercial transient absorption
spectrometer (Ultrafast Systems, Helios). A schematic diagram of the apparatus is
shown in Figure 2.1. Pump pulses at 400 nm were generated by second harmonic
frequency doubling of the amplifier output using a 0.5 mm thick β-barium borate (BBO)
crystal. An optical chopper was used to mechanically modulate the pump pulses at
a frequency of 500 Hz in order to obtain the change in OD due to the pump pulse as
per equation 2.1. A white light continuum was generated for use as the probe. The
probe in the visible or near infra-red (NIR) range was generated using a 3.2 or 12.7 mm
sapphire crystal, respectively. The arrival time of the probe relative to the pump was
determined using a computer controlled delay line to achieve the time-resolution. A
pair of linear detectors were used, one as a reference (not shown) in addition to the
signal that passes through the sample. The detectors were CMOS based for use in the
visible range (Ultrafast Systems, CAM-VIS-2) and InGaAs for use in the NIR.

2.1.1.2 Pump-Push-Probe

Pump-push-probe transient absorption spectroscopy is an extension of the pump-probe
experiment and involves the use of a second excitation beam line to act as the “push”.
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As with pump-probe, the pump generates an excited state population. The wavelength
of the push pulse is tuned to an ESA band and arrives after a designated time period.
The probe arrival is delayed relative to the pump and push to obtain the time resolution.
With two excitation pulses, the data may be represented as either ∆OD as with the
pump-probe experiment (eq 2.1) or as the change in ∆OD due to the push pulse as

∆∆OD(λ, t) ≡ ∆∆A(λ, t) = ∆A(λ, t)pump+push −∆A(λ, t)pump (2.2)

It is possible to obtain both the ∆A and ∆∆A data in a single experiment by mechan-
ically chopping both the pump and push lasers at different rates. In this way all four
combinations of spectra (both-off, pump-only, push-only, pump+push) are collected on
consecutive laser shots.

Pump-push-probe transient absorption spectroscopy offers the benefit of being able
to isolate and observe the dynamics of the highly excited states. That is, while pump-
probe experiments generally observe transitions to or from the lowest-lying S1 or T1
states, pump-push-probe experiments are able to isolate transitions or phenomena that
involve the higher-lying Sn or Tn states, such as the internal conversion (IC) or other
relaxation processes, inter-system crossing (ISC) or exciton dissociation.
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Figure 2.2: Schematic of three-pulse transient absorption apparatus.

The transient absorption spectrometer used for the pump-probe experiments as
described in Section 2.1.1.1 was modified in order to perform the three-pulse pump-
push-probe experiments and is shown schematically in Figure 2.2. Push pulses of
900 or 1200 nm were generated using an optical parametric amplifier (OPA) (Light
Conversion, TOPAS-C). Modulation of the push by a mechanical chopper at 500 Hz
was used to obtain the ∆∆OD data.

2.1.2 Fluorescence Upconversion
Fluorescence upconversion is a method of obtaining time-resolved fluorescence data.
It is distinguished from other time-resolved fluorescence techniques such as time cor-
related single photon counting (TCSPC) by offering very high time resolution at the
expense of some sensitivity.

Two laser pulses are used, termed the “pump” and the “gate”. The pump pulse is
absorbed by the sample to generate the photoexcited state. The fluoresced light from
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the sample is then collected and focussed onto a BBO crystal. The gate pulse is not
directed on to the sample, but is instead used to trigger the time window of fluorescence
detection. This is achieved by focussing the gate pulse onto the same BBO crystal.
Through sum frequency generation (SFG), photons of a higher energy are produced
— this is the upconversion of the fluorescence. The fluorescence wavelength of interest
is selected via rotation of the BBO crystal to achieve the required phase matching
condition. The upconverted fluorescence has a shorter wavelength than the pump
laser, so is able to be filtered from any residual pump and fluorescence light.

Following photoexcitation, fluorescence is continuously emitted by the sample. The
upconverted fluorescence is only produced in the presence of the gate however, so by
progressively delaying the arrival time of the gate, the time-resolved data is obtained.
In this way, the time resolution becomes limited by the duration of the laser pulses,
rather than the speed of the electronic detectors.
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Figure 2.3: Schematic of fluorescence upconversion apparatus.

A schematic diagram of the fluorescence upconversion apparatus (Ultrafast Sys-
tems, Halcyone) is shown in Figure 2.3. The 400 nm pump pulse was generated by sec-
ond harmonic generation of the amplifier output using a BBO crystal. The gate pulse
was the raw 800 nm amplifier output and the relative pump-gate delay was determined
by a computer controlled delay line. The intensity of the upconverted fluorescence was
detected using a photomultiplier tube attached to a monochromator.

2.1.2.1 Fluorescence Anisotropy

Time-resolved spectroscopic experiments such as those described in Sections 2.1.1 and
2.1.2 are typically conducted with the relative polarisation of the excitation (pump)
and detection (probe or gate) set at 54.7◦. This particular value is called the “magic
angle” and is equal to arctan

√
2, the angle made between the diagonal of a cube and

any one of the adjoining edges. As the chromophores in a three-dimensional sample can
be arbitrarily orientated, detection at the magic angle negates any effect of anisotropy.

In some situations the anisotropic behaviour of a system may be of interest. For
example, as shown in Figure 1.8, exciton transport through a system of disordered
chromophores will cause the polarisation of the fluoresced photon to become rotated
relative to the excitation. By observing the polarisation of the fluorescence over time,
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the rate of exciton migration or degree of disorder in the sample can be observed.
Experiments of this nature are called time-resolved fluorescence anisotropy.

The anisotropy r(t) is a correlation function between the intensity of the fluorescence
at time t with polarisation parallel I(t)‖ and perpendicular I(t)⊥ to the excitation
polarisation:

r(t) = I(t)‖ − I(t)⊥
I(t)‖ − 2I(t)⊥

(2.3)

The value of the anisotropy function ranges from 0.4 for fully correlated absorption
and emission, to zero for emission that has a completely random polarisation. Negative
values of the function are also possible, with the minimum value of −0.2 indicating the
emission polarisation is being specifically rotated 90◦ relative to the excitation. These
limiting values are obtained by considering the the angle θ between a pair of absorbing
and emitting chromophores where the anisotropy is210

r = 1
5
(
3 cos2 θ − 1

)
. (2.4)

The apparatus used in this work for the fluorescence anisotropy experiments is that used
for the fluorescence upconversion experiments described in Section 2.1.2. The parallel
and perpendicular intensity measurements were taken by consecutive experiment runs
by rotating the gate polarisation using a half-wave plate.

2.2 Theoretical Methods

2.2.1 Molecular Dynamics
Molecular dynamics (MD) is a computational method based on a classical description
of the interactions between particles in a system. Typically the particles will be repre-
sentative of atoms in molecules, but this is by no means a requirement. The technique
determines the behaviour of the particles using Newton’s equations of motion, thus may
be applied to large systems of 105 or more particles and used to simulate interactions
over time scales up to approximately 1 µs. (These limitations are predominantly re-
lated to current computer memory size and processing power rather than fundamental
restrictions of MD.)

In general terms, Newton’s equations of motion state that the acceleration of a
particle is the second derivative of its position, and acceleration is in turn related to
the force on the particle via its mass. More formally, for N particles

Fi(rN) = mi
d2ri
dt2 = −∇iU(rN) (2.5)

where Fi is the force vector on particle i, rN is the positions of the particles, mi is the
mass of particle located at ri and U is a function called the force field that describes
the potential energy surface for the interacting particles.

The force field will typically be a composition of several bonded and non-bonded
particle interactions and is specific to the particular system being simulated. Generally,
the force field will take the form

U = UVDW + UES + Ubond + Uangle + Udihedral (2.6)
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where UVDW and UES are the non-bonded van der Waals and electrostatic (Coulombic)
interactions, Ubond is the bond stretch, Uangle the bond angle and Udihedral the dihedral
angle potentials. By numerically integrating eq 2.5 the positions of the particles is
evolved. The time period for the integration (the timestep) is chosen to be shorter
than the fastest phenomena in the system to minimise numerical error, typically ∼1 fs
where chemical bond vibrations are involved. The particular form of the potential
functions varies, and parameters are often determined empirically. Some generalised
force field parameter sets exist, such as the optimised potentials for liquid simulations
(OPLS).211–216 The details of parameterising a specific force field based on OPLS are
shown in the Supporting Information of Chapter 6.

2.2.1.1 Coarse-Grained Molecular Dynamics

Molecular dynamics often uses fully atomistic models, where each atom in a molecule
is mapped to a particle, but the efficiency of the simulation can be enhanced through
rational simplification of the system. The process of coarse-graining aims to reduce
the number of particles used to represent the system while retaining the larger-scale
physical properties and behaviour. A coarse-grained system will typically also benefit
from the elimination of the most rapid degrees of freedom, such as C−H bonds, allowing
for a longer integration time step. Due to the reduction in the number of particle
interactions, MD can then be applied to larger systems or is able to achieve longer
simulation times with the same computing resources.

A coarse-grained MD model is applied in Chapter 4 to obtain structures for aggre-
gates of the polymer poly(3-hexylthiophene) (P3HT). Details of development of the
force field and parameters are found in the work of Schwarz et al. 217 A diagram repre-
senting the atomistic to coarse-grained mapping is shown in Figure 2.4. Each system
contains 100, 300-unit polymer chains which would consist of over 7.5× 105 particles
in a fully atomistic system. The coarse-grained model reduces the number of particle
sites by approximately an order of magnitude, allowing the large system size and long
simulation time period required for the formation of the polymer aggregates.

S n

Figure 2.4: Atomistic to coarse-grained mapping of particle sites on P3HT. The thiophene
ring, plus first three and last three methyl groups make up the three coarse-grain sites. The
complexity of the model is reduced from 25 atoms to 3 coarse-grain particles.

2.2.2 Frenkel–Holstein Exciton Model
The Frenkel–Holstein exciton model is a quantum mechanical treatment of the exciton
in a conjugated polymer as a particle that can be delocalised in one dimension along
the polymer chain. It is an extension of the Frenkel model that includes the effect of
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coupling to the motion of the polymer nuclei. The nuclei motion is described classically
by a single normal coordinate, linked to the C−−C stretching mode of the conjugated
polymer backbone. In this way, the relaxation process from the vertically excited state
with the initial ground-state nuclear geometry to the excited but vibrationally relaxed
state is simulated.

Application of the Frenkel–Holstein model to a disordered polymer system com-
prising N monomers results in N eigenstates, each of which describe a possible wave-
function of the exciton with energy given by the associated eigenvalue. The low-energy
eigenstates describe the favoured exciton states, where the centre-of-mass and localisa-
tion length of the exciton can then be derived from the wavefunctions and positions of
the corresponding monomers. In this way, the effective chromophore sites and energies
in the polymer system can be determined quantum mechanically, without relying on ar-
bitrary criteria, such as intermonomer torsional angle thresholds to define conjugation
breaks.94–96

The Frenkel-Holstein model is described in detail and applied as part of a mesoscale
exciton migration simulation in Chapter 4

2.2.3 Quantum Mechanical Model of Triplet–Triplet Spin In-
teractions

Chapters 5 and 6 consider singlet exciton fission and triplet exciton fusion processes.
As described in Section 1.3.3.2, the interconversion between a singlet exciton and a
triplet exciton pair are spin-allowed processes as the total spin of the system is con-
served. The quantum mechanical theory of these exciton interactions was studied ex-
tensively by Merrifield in the late 1960s,166,203–205 but focussed on ordered, crystalline
materials. While the theory is general enough to apply to disordered systems such as
amorphous solids or solutions, recent publications describing such a model have been
flawed. Chapter 5 details these issues, describes the development of a corrected model
and then applies it to experimental data on singlet fission in amorphous rubrene films.
Chapter 6 investigates triplet fusion in solution as part of a triplet–triplet annihilation
upconversion (TTA-UC) process. The quantum mechanical model of the triplet–triplet
spin interactions is common to both projects and is described in detail in this section.

The spin Hamiltonian for two interacting triplets in a magnetic field consists of four
terms:

Ĥ = ĤSSA + ĤSSB + Ĥmagnetic + ĤAB. (2.7)

These are the zero-field intramolecular spin–spin splitting terms ĤSS for molecules A
and B, the Zeeman term Ĥmagnetic describing the effect of an applied magnetic field,
and the intermolecular spin–spin coupling term ĤAB.

The zero-field intramolecular term for a single molecule,

ĤSS = D
(
Ŝ2
z −

1
3 Ŝ

2
)

+ E
(
Ŝ2
x − Ŝ2

y

)
, (2.8)

in the {|x〉 , |y〉 , |z〉} basis defined with respect to the molecular symmetry axes x, y
and z is166
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ĤSS =


D
3 − E 0 0

0 D
3 + E 0

0 0 −2D
3

 (2.9)

where x, y, and z are refer to the long, short and perpendicular axes of the molecule,
respectively (see Figure 5.1) and D and E are the molecular zero-field splitting param-
eters. The elements of this matrix and all other terms in the total spin Hamiltonian
are readily derived by noting that the single-molecule two-electron spin operators Ŝx,
Ŝy, and Ŝz acting on the two-electron spin states |x〉, |y〉, and |z〉 obey the relation
Sj |k〉 = ih̄εjkl |l〉, where εjkl is the permutation symbol. (For convenience, we have
taken h̄ to be 1 in all of the results presented.) The zero-field term ĤSSA for molecule A
in the {|x〉A , |y〉A , |z〉A} basis defined with respect to the molecular symmetry axes x,
y, and z of molecule A is given by eq 2.9. The zero-field term ĤSSB for molecule B in
the {|x〉B , |y〉B , |z〉B} basis defined with respect to the same x, y, and z axes can be
obtained by applying a rotation operation:

ĤSSB = R̂TĤSSR̂, (2.10)

where

R̂ =


cosα cos γ − sinα cos β sin γ sinα cos γ + cosα cos β sin γ sin β sin γ
− cosα sin γ − sinα cos β cos γ − sinα sin γ + cosα cos β cos γ sin β cos γ

sinα sin β − cosα sin β cos β


(2.11)

and α, β and γ are the Euler angles that would rotate molecule A onto molecule B
using the ZX ′Z ′′ convention for the sequence of rotations. In the {|xx〉, |xy〉, |xz〉, |yx〉,
|yy〉, |yz〉, |zx〉, |zy〉, |zz〉} basis of pair states defined with respect to the molecular
symmetry axes of molecule A (where |xx〉 ≡ |x〉A |x〉B and so on),

ĤSSA =



D
3 − E 0 0 0 0 0 0 0 0

0 D
3 − E 0 0 0 0 0 0 0

0 0 D
3 − E 0 0 0 0 0 0

0 0 0 D
3 + E 0 0 0 0 0

0 0 0 0 D
3 + E 0 0 0 0

0 0 0 0 0 D
3 + E 0 0 0

0 0 0 0 0 0 −2D
3 0 0

0 0 0 0 0 0 0 −2D
3 0

0 0 0 0 0 0 0 0 −2D
3


(2.12)

and
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ĤSSB =



ĤSSB(1,1) ĤSSB(1,2) ĤSSB(1,3) 0 0 0 0 0 0
ĤSSB(2,1) ĤSSB(2,2) ĤSSB(2,3) 0 0 0 0 0 0
ĤSSB(3,1) ĤSSB(3,2) ĤSSB(3,3) 0 0 0 0 0 0

0 0 0 ĤSSB(1,1) ĤSSB(1,2) ĤSSB(1,3) 0 0 0
0 0 0 ĤSSB(2,1) ĤSSB(2,2) ĤSSB(2,3) 0 0 0
0 0 0 ĤSSB(3,1) ĤSSB(3,2) ĤSSB(3,3) 0 0 0
0 0 0 0 0 0 ĤSSB(1,1) ĤSSB(1,2) ĤSSB(1,3)

0 0 0 0 0 0 ĤSSB(2,1) ĤSSB(2,2) ĤSSB(2,3)

0 0 0 0 0 0 ĤSSB(3,1) ĤSSB(3,2) ĤSSB(3,3)


(2.13)

where ĤSSB(r,c) refers to the row r and column c of a matrix element from eq 2.10.
The magnetic field (Zeeman) term,

Ĥmagnetic = gβH ·
(
ŜA + ŜB

)
, (2.14)

where H is the applied magnetic field, the coefficient gβ determines the magnitude of
the influence of the magnetic field, and ŜA and ŜB are the two-electron spin operators
for molecule A and B, respectively, can be written in the same basis as above

Ĥmagnetic = igβ



0 −Hz Hy −Hz 0 0 Hy 0 0
Hz 0 −Hx 0 −Hz 0 0 Hy 0
−Hy Hx 0 0 0 −Hz 0 0 Hy

Hz 0 0 0 −Hz Hy −Hx 0 0
0 Hz 0 Hz 0 −Hx 0 −Hx 0
0 0 Hz −Hy Hx 0 0 0 −Hx

−Hy 0 0 Hx 0 0 0 −Hz Hy

0 −Hy 0 0 Hx 0 Hz 0 −Hx

0 0 −Hy 0 0 Hx −Hy Hx 0



,

(2.15)
where

Hx = H sinφB cos θB, (2.16)
Hy = H sinφB sin θB, (2.17)
Hz = H cosφB, (2.18)

where H is the magnetic field strength and θB and φB are polar coordinates describing
the field orientation with respect to the coordinate system defined by the symmetry
axes of molecule A.

The intermolecular spin–spin coupling is a dipolar interaction of the form

ĤAB = −X
r3

[
3
(
ŜA · r̂

) (
ŜB · r̂

)
− ŜA · ŜB

]
, (2.19)

where r̂ is the unit vector joining the two spins, the coefficient X describes the strength
of the interaction and r = |r̂| is the distance between the spins. In the same basis as
above,
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ĤAB = −X
r3



0 0 0 0 1− 3w2 3vw 0 3vw 1− 3v2

0 0 0 −1 + 3w2 0 −3uw −3vw 0 3uv
0 0 0 −3vw 3uw 0 −1 + 3v2 −3uv 0
0 −1 + 3w2 −3vw 0 0 0 0 −3uw 3uv

1− 3w2 0 3uw 0 0 0 3uw 0 1− 3u2

3vw −3uw 0 0 0 0 −3uv −1 + 3u2 0
0 −3vw −1 + 3v2 0 3uw −3uv 0 0 0

3vw 0 −3uv −3uw 0 −1 + 3u2 0 0 0
1− 3v2 3uv 0 3uv 1− 3u2 0 0 0 0


(2.20)

where (u, v, w) is the unit vector joining the centres-of-mass of molecules A and B in the
(x, y, z) coordinate system defined by the symmetry axes of molecule A. In Chapter 5
the molecule centres-of-mass are taken to be aligned along the z-axis and X = D/100,
which simulates intermolecular spin interactions that are approximately two orders of
magnitude smaller than the intramolecular interactions at typical molecular separations
present in the rubrene film.218 In Chapter 6, the relative position and separation of the
emitter molecules during collisions are extracted from the MD simulations and used to
obtain u, v, w and r.

To determine the wavefunction {ψl} and energies of each of the nine possible spin
states l of the triplet pair the complete spin Hamiltonian is diagonalised in the {|xx〉,
|xy〉, |xz〉, |yx〉, |yy〉, |yz〉, |zx〉, |zy〉, |zz〉} basis of pair states.

The singlet |C l
S|2, triplet |C l

T|2 or quintet |C l
Q|2 character of each eigenstate can be

determined from the projection of the wavefunctions onto the pure singlet, triplet or
quintet states:166,219

C l
S = 1√

3
(〈xx|+ 〈yy|+ 〈zz|) |ψl〉 (2.21)

C l
T1 = 1√

2
(〈xy| − 〈yx|) |ψl〉 (2.22)

C l
T2 = 1

2 (〈xz| − 〈zx|+ i (〈yz| − 〈zy|)) |ψl〉 (2.23)

C l
T3 = 1

2 (〈xz| − 〈zx| − i (〈yz| − 〈zy|)) |ψl〉 . (2.24)

C l
Q1 = 1√

2
(〈xx| − 〈yy|) |ψl〉 (2.25)

C l
Q2 = 1√

6
(〈xx|+ 〈yy| − 2 〈zz|) |ψl〉 (2.26)

C l
Q3 = 1√

2
(〈yz|+ 〈zy|) |ψl〉 (2.27)

C l
Q4 = 1√

2
(〈xz|+ 〈zx|) |ψl〉 (2.28)

C l
Q5 = 1√

2
(〈xy|+ 〈yx|) |ψl〉 (2.29)

where |C l
T|2 ≡

∑3
i=1 |C l

Ti
|2 and |C l

Q|2 ≡
∑5
i=1 |C l

Qi
|2.
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Abstract

The dynamics of high-energy excitons of poly(3-
hexylthiophene) (P3HT) are shown to consist of torsional
relaxation and exciton dissociation to form free carriers.
In this work we use pump-push-probe femtosecond tran-
sient absorption spectroscopy to study the highly excited
states of P3HT in solution.

P3HT excitons are generated using a pump pulse
(400 nm) and allowed to relax to the lowest-lying excited
state before re-excitation using a push pulse (900 nm or
1200 nm), producing high-energy excitons which decay
back to the original excited state with both sub-picosecond (0.16 ps) and picosecond
(2.4 ps) time constants. These dynamics are consistent with P3HT torsional relaxation,
with the 0.16-ps time constant assigned to ultrafast inertial torsional relaxation. Ad-
ditionally, the signal exhibits an incomplete recovery, indicating dissociation of high-
energy excitons to form charge carriers due to excitation by the push pulse. Our
analysis indicates that charge carriers are formed with a yield of 11%.

Introduction

The intense research on conjugated polymers is mainly driven by the function of
these materials as light harvesting chromophores and electron donors in organic so-
lar cells.220–223 Polymer based solar cells offer the advantage of solution processability
for rapid and low-cost fabrication of mechanically flexible devices. P3HT is one of the
most studied conjugated polymers for several important reasons. First, there are well-
established synthetic methods by which a high regioselectivity is achieved routinely.83
Second, P3HT exhibits the ability to aggregate in an ordered fashion to form semicrys-
talline domains.224 Recent work has shown that these semicrystalline domains enhance
exciton and charge transport.225 In many cases, long-range order is maintained and
P3HT is able to “crystallize” to form nanofibres which are microns in length.90,193,217
In addition to nanofibres, P3HT is capable of folding into roughly spherical aggregates,
i.e., nanoparticles, to give rise to functional properties including charge storage and
chemical sensing.226,227 Furthermore, P3HT nanoparticles provide a good model system
for investigating the dynamics of excitons and polarons.180 The nanoparticle system
offers a device-like environment without the significant structural and interfacial het-
erogeneities found in a thin-film device, thereby improving the understanding between
a material’s function and its molecular properties.227 Finally, the P3HT-fullerene blend
is the most widely investigated donor-acceptor system owing to its relatively high solar
power conversion efficiency, which is as high as 6.5%.77,228,229 As a consequence, there is
continuing effort in studying P3HT to develop insight into the photovoltaic properties
of P3HT-fullerene solar cells.

The use of femtosecond laser spectroscopy has offered a vast level of information
about exciton dynamics of P3HT films or aggregates.180,188,230–236 The photoexcitation
event first generates a “hot” singlet exciton with Frenkel-exciton characteristics and a
spatial extent of nearly 9 nm, over approximately 20 monomeric units.188 This delo-
calized exciton then undergoes rapid self-localisation within the first 100 fs to a size of
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≤10 monomers.232 Furthermore, vibrational relaxation, torsional relaxation and exci-
ton hopping occur on the subpicosecond to >10-picosecond time scales to enable the
exciton to relax further.232,237 The exciton self-localisation and relaxation processes
produce a significant Stokes shift in the emission spectrum and exhibit a large de-
crease in the polarisation anisotropy.232 In the case of the P3HT-fullerene films or
aggregates, there is increasing evidence to suggest that charge carriers are generated
at t ≤100 fs.188,238 The large spatial extent of the initially prepared delocalized exciton
offers the opportunity for a significant fraction of the “hot” exciton to be quenched by
fullerene to generate free carriers. This phenomenon has also been reported for other
conjugated polymer-fullerene blends recently.239–241

To obtain further insight into the behavior of excitons and charge carriers, more
elaborate experimental configurations utilizing three or more optical pulses were em-
ployed. Recently, Busby et al. used pump-dump-probe spectroscopy to investigate
excited-state self-trapping and ground-state relaxation dynamics of P3HT.142 Wells and
Blank employed two-colour three-pulse photon echo peak shift spectroscopy to demon-
strate that the early-time exciton relaxation of P3HT is strongly driven by the coupling
between the exciton and the torsional degrees of freedom.237 Other examples of multi-
pulse spectroscopic investigations include coherent intrachain energy migration using
2D electronic spectroscopy, and charge carrier generation and torsional relaxation using
pump-push-probe spectroscopy.158,242–244 Notably, Gadermaier et al. used pump-push-
probe spectroscopy to investigate methyl-substituted ladder-type poly(para)phenyl.244
In their study, the pump pulse excites the conjugated polymer to generate singlet ex-
citons. The push pulse then arrives at t < 3 ps to excite these “hot” excitons. Using
this experimental scheme, the authors reported that charge carriers are generated by
“pushing” the singlet excitons with a yield of 7%.

In this study, we employ pump-push-probe spectroscopy to study the effect of pho-
toexcitation of singlet excitons of P3HT on torsional relaxation and charge carrier
generation dynamics. P3HT is investigated at a low concentration under the single-
chains condition to exclude contributions from interchain coupling.142,234,237 In the
experiment, the pump pulse, with a wavelength of 400 nm, generates singlet excitons.
The push pulse, which is tuned to the singlet exciton absorption band, arrives approx-
imately 25 ps after the pump pulse to promote the relaxed or “cool” singlet excitons to
high-energy, delocalized excitonic states. The probe pulse, which is centered either at
the singlet exciton absorption band or the stimulated emission (SE) band, detects the
effects of the pump and push pulses. The results show that most of the high-energy
excitons undergo rapid relaxation back to the lowest-lying singlet excitonic state due to
ultrafast torsional motions of P3HT. Approximately 11% of the high-energy excitons
dissociate to form charge carriers, which in turn undergo geminate recombination to
produce ground-state P3HT. The results also indicate that the exciton binding energy
is ≤1 eV. In short, pump-push-probe spectroscopy is used to reveal new insight into
the exciton dynamics of P3HT

Results and Discussion

Figure 3.1a shows that P3HT in tetrahydrofuran (THF) has a ground-state absorption
band centered around 450 nm and it exhibits a large Stokes shift, with an emission
maximum around 575 nm. Upon excitation, a broad excited-state absorption (ESA)
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band centered around 1100 nm appears in the near-IR region. It shows a lifetime
of approximately 500 to 600 ps and has previously been assigned to the singlet exci-
ton.180,245,246 Fluorescence lifetime results confirm a singlet exciton lifetime of 530 ps,
which is in agreement with previously obtained values for P3HT in solution.232,234,235
Consequently, the pump-probe and pump-push-probe transient absorption data were
fitted with a fixed time constant of 530 ps, as is discussed below. The emission signal
shows a dynamic red-shift from 0 ps to ∼25 ps.232,234,235 Similarly, a red-shift is also ev-
ident in the stimulated emission band of the pump-probe data, with the peak shifting
from 575 to 625 nm over a period of approximately 25 ps. These results are shown in
Supporting Information. This dynamic red-shift has been observed previously in poly-
thiophene solutions and attributed to a combination of exciton hopping and torsional
relaxation.247 These photophysical processes are shown in Figure 3.1b. Torsional mo-
tions between thiophene rings act to increase the planarisation of the polymer, thereby
increasing conjugation length and allowing a reduction in the energy of the exciton
prior to emission.142,234 Similarly, the exciton is able to hop from the site of the initial
excitation to lower energy chromophores in the polymer chain through excitonic en-
ergy transfer (EET), with corresponding dissipation of energy by further torsional and
vibrational relaxation.154
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Figure 3.1: (a) Ground-state absorption, fluorescence and excited-state absorption spectra
of dilute P3HT in THF. The pump, push, probe 1 and probe 2 wavelengths of 400 nm, 900 nm,
1050 nm and 600 nm, respectively, are indicated with arrows. Inset shows the structure of
P3HT. (b) An energy diagram showing the photophysical processes involved in this study.
Note that intersystem crossing is not shown and the push pulse is only present in the pump-
push-probe experiment. TR: torsional relaxation, EET: excitonic energy transfer, NR: non-
radiative deactivation.

Figure 3.2a shows the change in optical density (OD) (∆OD) at 1050 nm as a
function of pump-probe time delay (blue circles). The photophysical processes involved
in the pump-probe experiment are shown in Figure 3.1b. First, the 400-nm pump light,
which lies within the ground-state absorption spectrum, promotes P3HT from the S0
to the S1

∗ state, with which the S0 state has a large Franck-Condon overlap. The
initially prepared exciton is able to dissipate its energy by a combination of torsional
relaxation and EET to relax to the lowest-lying excited state, S1. The 1050-nm probe
light (probe 1), which is located near the maximum of the ESA band, monitors the
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Table 3.1: Fitting parameters for the pump-probe (∆OD) and pump-push-probe (∆∆OD)
data with λpush = 900 nm.a

expt. λprobe (nm) A1
b τ1 (ps) A2 τ2 (ps) A3 τ3 (ps) A4 τ4 (ps)

∆OD 1050 – – −0.19 2.4 0.14 135 0.66 530c

∆OD 600 – – 0.18 2.1 −0.22 60 −0.60 530c

∆∆OD 1050 −0.80 0.16 −0.09 2.4 −0.07 135d −0.04 530c

∆∆OD 600 0.86 0.16 0.08 2.8 0.03 109 0.03 530c

a The ∆OD and ∆∆OD data was fit to a multi-exponential function f(t) =∑
nAne

−t/τn . All parameters have a relative error of 15%. b ∑
n |An| = 1. c Fixed

to value obtained from fluorescence lifetime measurements. d Fixed to value obtained
from pump-probe experiment.

transitions from S1 to higher-lying states, investigating the behavior of these states.
The black, solid curve shown in Figure 3.2a is the best-fit curve of the pump-probe

data using a multi-exponential function of the form f(t) = ∑
nAne

−t/τn where, for each
component, τn is the time constant and An is the amplitude. The best-fit values are
shown in Table 3.1. First, the pump-probe result shows a rapid appearance of the
excited-state absorption band immediately after excitation on a time scale near the
instrument response function of approximately 150 fs. An additional, slower rise in the
signal level with a time constant of 2.4 ps is also present. Furthermore, the result also
shows decay components with time constants of 135 ps and 530 ps. The 530 ps time
constant, which was fixed in the curve fitting analysis, is the characteristic lifetime of
the P3HT exciton, as is discussed above.
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Figure 3.2: (a) The dynamics of the exciton-induced absorption at 1050 nm in the pump-
probe (blue circles) and pump-push-probe experiments (red triangles). (b) The change in
∆OD (∆∆OD) due to the push pulse. Fit curves are indicated as solid black curves.

The rising and decaying components of the pump-probe result indicate the follow-
ing. First, the 2.4 ps rising component, τ2, is the result of a significant red-shift of the
excited-state absorption band up to 1050 nm at early time, as shown in Supporting
Information. This red-shift is due to rapid energy dissipation of the initially prepared
excited state. The general agreement from a number of studies is that either torsional
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reorganisation, EET, or both are responsible for these rapid dynamics. Banerji et al.
used a global analysis of multicolour fluorescence upconversion data to reconstruct the
time-resolved fluorescence spectra of P3HT and concluded that self-localisation of exci-
tons occurs approximately 100 fs following the photoexcitation event.232 Furthermore,
Wells and Blank demonstrated that highly correlated relaxation of P3HT excitons
occurs at t < 200 fs.237 The observed dynamic Stokes shift is the result of exciton
self trapping mediated by low-frequency torsional modes of P3HT. Recently, Busby
et al. used broadband pump-probe and pump-dump-probe spectroscopy to investigate
the early-time dynamics of P3HT.142 They concluded that small-amplitude torsional
reorganisation (planarisation) of the thiophene units take place at t < 1 ps, while
large-amplitude motions occur at t > 1 ps. While the long time constant, τ4 = 530 ps,
represents the exciton lifetime,232,234,235 the process with an intermediate time constant
(τ3 = 135 ps) is attributable to additional slow torsional relaxation.142,154,187,232,236,247,248

Figure 3.2a also shows the ∆OD at 1050 nm as a function of pump-probe time delay
in the pump-push-probe experiment (red triangles). The pump beam is modulated
while the 900-nm push beam is on at all times. The arrival time of the push pulse in the
pump-push-probe experiment is 25.8 ps after the pump pulse, which enables the exciton
to be sufficiently relaxed before being excited by the push pulse. In this experiment, the
exciton is generated in an identical fashion to the pump-probe experiment. However,
after the exciton has undergone relaxation to the S1 state, it is re-excited by the push
pulse to a higher-lying state, Sn. The photophysical events in the pump-push-probe
experiment are shown in Figure 3.1b. As a result, probing the ESA band as a function
of time offers insight into the Sn to S1 relaxation.

On introduction of the push pulse, the pump-push-probe result shows a significant
deviation from the pump-probe transient, as shown in Figure 3.2a. The ∆OD signal
at 1050 nm is depleted by approximately 30%, which is a direct measure of the level
of excitons promoted by the push pulse to the Sn state. We have also performed a
power dependence study of the push pulse while keeping the pump power constant.
The results, which are found in Supporting Information, show that the depletion of the
∆OD signal at 1050 nm signal is linear with respect to the range of push powers used
in this study. The majority of the ∆OD signal exhibits a rapid recovery, indicating the
subsequent relaxation of excitons from the Sn state to the S1 state. A portion of the
signal shows an incomplete recovery over the duration of the experiment, which results
in the signal difference in Figure 3.2a at t > 25.8 ps. Our analysis indicates that this
signal difference is due to exciton dissociation by the push pulse to form free carriers,
which is discussed below.

The effect of the push is highlighted in Figure 3.2b, which shows the change in
∆OD, i.e., ∆∆OD. In other words, the data in Figure 3.2b is the difference between
the two traces shown in Figure 3.2a, as follows.

∆∆OD(λ, t) = ∆OD(λ, t)push on −∆OD(λ, t)push off (3.1)

Experimentally, this signal is acquired by modulating the push pulse while keeping the
pump pulse on at all times. It is important to note that this simple light modulating
arrangement instead of a more elaborate one employed in other studies142,243 is used
here because the push pulse only exhibits an optical response in the presence of the
pump light, as shown in Supporting Information. In other words, the push-probe
signal is negligible. It is noted that two-photon excitation of P3HT may be possible
as the energy of two push photons overlaps with the linear absorption band of P3HT.
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However, the push peak intensity used in our study (12.7 GWcm−2) is ∼30 times lower
than that used in a study involving two-photon excitation of P3HT.249 Hence, the
negligible optical response by the push pulse alone is expected.

Figure 3.2b shows that the depletion of the ∆∆OD signal at t = 25.8 ps is followed
by a fast recovery over a period of several picoseconds. In addition, it is apparent that
there is a portion of the signal that fails to recover completely within the experimental
time window. Four exponential decay components are used to fit the ∆∆OD data. The
longest time constants τ3–τ4 are fixed at 135 ps and 530 ps, corresponding to the decay
components in the pump-probe experiment as discussed above. The identical τ3 and τ4
values for these two sets of data are chosen on the grounds that apart from the early-
time push pulse-associated dynamics, the decaying ∆OD signal with the push pulse
(red curve in Figure 3.2a) is simply a portion of that without the push pulse, which can
be shown using eq 3.1. In this case, the ∆OD signal with the push pulse is 11% lower
than that without it (Figure 3.2a), indicating that the same percentage of the total
exciton population is unrecovered after excitation by the push pulse. We argue that the
“missing” excitons as a result of the push pulse-excitation are attributable to exciton
dissociation to generate charge carriers in P3HT, consistent with the observation in a
previous pump-push-probe study on a different conjugated polymer.244

It is important to note that in the event of exciton dissociation to form charge
carriers, namely the electron and hole-polaron, they are expected to undergo rapid
geminate recombination to yield ground-state P3HT because of the close proximity of
the charged species.250 Because the dissociated excitons do not relax back to the S1
state, this phenomenon manifests as a persistent, negative ∆∆OD signal such as that
shown in Figure 3.2b. Therefore, it follows that exciton dissociation should result in a
corresponding positive ∆∆OD signal in the spectral region where ground-state P3HT
absorbs due to charge recombination. Indeed such a signal is present in our experiment
and shown in Supporting Information. The magnitude of this positive ∆∆OD signal
is a function of the ground-state absorbance, the level of exciton produced in the
photoexcitation event by the pump pulse, the proportion of excitons promoted by the
push pulse and the proportion of the unrecovered excitons. Calculation of the expected
value for the positive ∆∆OD signal at 465 nm is shown in Supporting Information.
The magnitude of the observed ∆∆OD signal and the expected value show excellent
agreement and hence the assignment of the unrecovered ∆∆OD signal in the presence
of the push pulse to exciton dissociation is strongly supported. Pump-push-probe
experiments were also carried out using λpush = 1200 nm and the results are shown in
Supporting Information. It is interesting that the ∆∆OD dynamics are nearly identical
to those with λpush = 900 nm. The lack of dependence of the dynamics on push pulse
wavelength has implications on the exciton binding energy and is discussed below. With
regards to the “missing” excitons, we have also considered that the negative ∆∆OD
signal as shown in Figure 3.2b may be due to stimulated deactivation of the exciton
by the push pulse. However, this alternative explanation is highly unlikely because the
push pulse, which has a wavelength of 900 nm or longer, is sufficiently detuned from any
emission wavelengths of P3HT excitons such that stimulated deactivation is expected
to be negligible. In short, exciton dissociation by the push pulse is significantly more
likely. We have also considered that the persistent ∆∆OD signal in Figure 3.2b may be
due to production of triplet excitons as a consequence of charge carrier recombination.
Although our ∆OD data show the presence of triplet excitons, which manifests as a
long-lived induced absorption band at 820 nm,235 it is unclear if triplet excitons play a



32 Chapter 3. Optical Pumping of Poly(3-hexylthiophene) Singlet Excitons . . .

significant role in the ∆∆OD data at the same wavelength (Supporting Information).
However, the dynamics and magnitude of the positive ∆∆OD signal at 465 nm indicate
that the ground state recovery is complete within picoseconds, which is significantly
shorter than the triplet exciton lifetime of hundreds of nanoseconds.235 Therefore, we
believe the contribution of triplet states is insignificant.

To our knowledge, these results are the first observation of exciton dissociation
to generate short-lived charge carriers in a conjugated polymer in solution, in which
the generation and recombination of charges are confined on a single chain. A num-
ber of studies have reported generation of charge carriers in neat polymer films due
to photoexcitation.235,244,251–255 In particular, Cook et al. have reported generation of
charge carriers in a P3HT thin-film.235 By analyzing their kinetic results, they con-
cluded that generation of polarons is an early-time photo-induced event, which takes
place prior to the emission of the singlet exciton. While a portion of the charge car-
riers in films are able to overcome geminate recombination due to sufficiently high
charge mobility, the charge carriers in single P3HT chains are confined on the poly-
mer chains and hence are able to undergo rapid geminate recombination. Ultrafast
geminate recombination of charges on a conjugated polymer provides a valuable mea-
sure of the yield of charge generation due to re-excitation of excitons by the push
pulse. As mentioned above, the negative ∆∆OD signal at the push pulse-arrival time
in Figure 3.2b indicates excitation of the exciton and the long-lived signal reflects the
depletion of excitons due to geminate recombination. As a result, the yield of charge
generation can be calculated by taking the ratio between the amplitudes of the two
signals. In this case, using the ∆∆OD results with λprobe = 1050 nm in Table 3.1,
the yield of charge generation is therefore (|A3|+ |A4|)/

∑
n |An|, which has a value of

∼11%. As mentioned above, Gadermaier et al. used pump-push-probe spectroscopy
to investigate a thin film of methyl-substituted ladder-type poly(para)phenyl.244 An
important conclusion from their study is that the charge carrier generation has a strong
push arrival time-dependence. Their results show a maximum charge carrier yield at
a pump-push delay of ∼0.3 ps, which is followed by a significant decrease such that a
negligible yield is present at a pump-push delay of ≥ 3 ps. In this study, we have also
investigated the dependence of charge carrier generation on the pump-push time delay
in which delays ranging from 0.25 to 500 ps were used. Interestingly, no dependence on
the pump-push delay was observed. As shown in Supporting Information, throughout
the entire lifetime of the exciton the push pulse consistently results in dissociation of
∼11% of the high-energy exciton population to yield charge carriers. The dependence
of charge carrier generation yield on the pump pulse delay time is possibly related to
the early-time dynamics of the polymer. It is known that methyl-substituted ladder-
type poly(para)phenyl undergoes vibrational cooling in the first few picoseconds upon
photoexcitation and during which time “hot” excitons can be dissociated effectively
to form charge carriers.244 In contrast, early-time dynamics of P3HT are related to
torsional relaxation.142,236 It is conceivable that a significant portion of P3HT excitons
are nearly fully relaxed even at the earliest pump-push delay in our study, especially
because a recent study shows that ultrafast torsional relaxation occurs on a time scale
of ∼100 fs.242 As a consequence, a negligible dependence of charge carrier generation
on the pump-push delay is present for P3HT.

The results on charge carrier generation suggest that the exciton binding energy of
single P3HT chains in tetrahydrofuran is approximately 1.03 eV or lower, because we
have used a λpush as long as 1200 nm, as shown in Supporting Information. Studies have
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shown that the exciton binding energy of isolated chains is typically 2 to 3 eV.256–258
However, it must be noted that these results are based on theoretical modelling on
single polymer chains alone, i.e., in the absence of any solvent. Furthermore, these
studies showed that in a polymer film, owing to a significant level of interchain coupling,
dielectric screening of conjugated polymers results in the decrease of exciton binding
energy to ∼1 eV. It is well established by experimental measurements that the exciton
binding energy in P3HT films is ≤ 1 eV.259 For several other conjugated polymers
including MEH-PPV, PFO and P3OT, the exciton binding energies of the films are
even lower, ranging from 0.3 to 0.6 eV.146 Therefore, it is clear that the presence of a
dielectric medium, e.g., a solvent such as THF, around the conjugated polymer can
lower the exciton binding energy. It is interesting that in a study where electrolytes
were added to poly-2,7-(9,9-dihexylfluorene) in THF, an exciton binding energy of
0.2 eV was measured.260 Overall, the ≤ 1 eV exciton binding energy from this study
shows good agreement with previous studies.

The two remaining decay components in the ∆∆OD data, with time constants τ1
and τ2 of 0.16 ps and 2.4 ps, respectively, are present as a result of the transition from
Sn to S1. A recent study by Clark et al. offers important insight into the ultrafast non-
radiative transition from Sn to S1.242 By examining oligofluorenes in solution using
pump-push-probe spectroscopy, these authors observed a dynamic component in their
data with a sub-0.1 ps time constant. Using non-adiabatic excited-state molecular
dynamics to model their data, Clark et al. concluded that oligofluorenes can undergo a
conformation change on this ultrafast time scale, which is analogous to inertial solvation
observed in the 1990s.261–263 Therefore, in our study it is reasonable to assign the decay
component with a time constant of 0.16 ps time to ultrafast torsional relaxation. The
slower component with a time constant of 2.4 ps can be assigned to larger amplitude
and further torsional relaxation, which has been observed in previous studies.142,236 It is
interesting that the decay time constants and relative amplitudes of these two relaxation
components are independent of the pump-push delay time (Supporting Information).
These results indicate that the relaxation dynamics of the Sn state are insensitive
to whether the original S1 is a torsionally “hot” or “cool” exciton. This outcome is
particularly interesting especially with long pump-push delay times, e.g., 500 ps. In
this case, it is reasonable to assume that the S1 state is fully relaxed, with the singlet
exciton localized on a chromophoric segment with a significant conjugation length.
In the event that relocalisation of the push pulse-induced high-energy exciton occurs
within the same conjugated segment, the Sn to S1 relaxation is expected to be free of the
larger amplitude torsional relaxation. However, the presence of the decay component
with a 2.4 ps time constant at all pump-push delay times suggests that the push pulse
induces a high level of exciton delocalisation, allowing it to relocalize and undergo
relaxation in a different segment of the polymer chain not previously excited by the
pump pulse.

Figure 3.3 shows the results of repeating the pump-probe and pump-push-probe
experiments, but probing the SE band at 600 nm. Figures 3.3a and 3.3b show the
data from the ∆OD and ∆∆OD experiments, respectively. The data appear to mirror
that obtained from probing the ESA band (Figure 3.2), which is expected as both are
the result of transitions originating from the same electronic state. The similarity of
the ESA and SE dynamics is confirmed in the fitting parameters (Table 3.1) where
the equivalent components are seen in both the pump-probe and pump-push-probe
experiments. A subtle difference between the ESA and SE data is the magnitude of
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Figure 3.3: The dynamics of stimulated emission at 600 nm in the pump-probe (a, blue
circles) and pump-push-probe experiments (a, red triangles). The change in ∆OD due to the
push pulse is shown in (b). Fit curves are indicated with black lines.

the sub-picosecond recovery component. This difference can be seen in Figures 3.2a
and 3.3a as the extent of the deviation in the signal due to the push pulse. As ∆OD is
a indication of the population of excitons, ∆∆OD/∆OD at the push pulse arrival time
should be a measure of the proportion of excitons being affected by the push pulse, and
should be identical for both the ESA and SE data. This is not the case however, with
this proportion being ∼30% for the ESA and ∼50% for the SE data. The difference
can be attributed to dissociation of the exciton into an electron and hole-polaron. The
hole-polaron has been observed previously in transient absorption studies of P3HT
films, nanoparticles and nanowires, exhibiting an absorption peak overlapping the red-
side of the emission.180,235,246,264 A short-lived hole-polaron absorption induced by the
push would manifest as a positive ∆∆OD signal. As a consequence of the overlap
between this positive signal and the negative signal of the SE band, an apparently
larger than normal decrease in SE due to the push is observed. The ESA data are free
from the same effect, as the hole-polaron absorption does not overlap the ESA band.
This observation provides further support that the push pulse is causing dissociation
of the exciton and production of charge carrier states.

Figure 3.4 summarizes the pump-push-probe results in this study. The pump verti-
cally excites the polymer to form a delocalized singlet exciton which rapidly localizes to
a section of the polymer within ∼100 fs to give the S1 state. Torsional motion between
the thiophene rings acts to increase the planarisation of the polymer section, lowering
the energy of the exciton. Through the process of EET, the exciton may hop to nearby,
lower energy regions of the chain, which themselves can undergo further relaxation due
to torsional motion. The arrival of the push pulse then further excites the exciton,
producing a high-energy, delocalized state, Sn. From the highly excited state, several
relaxation pathways are available. The majority of the high-energy excitons rapidly
decay back to the original S1 state, possibly localizing in a new, previously unvisited
conjugated segment of the polymer on a time scale of ∼160 fs, which corresponds to the
fastest decay time constant observed in this study. This assignment shows agreement
with the expected lifetime of the Sn state of ∼250 fs, which is calculated using the gap
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Figure 3.4: Energy level diagram showing the initial excitation by the pump pulse to
produce the singlet exciton. The push pulse promotes the exciton to a high-energy, delocalized
state which allows dissociation to produce charge carriers.

law.244,265 The energy gap between the S1 and Sn state is estimated using the peak
wavelength of the ESA band of 1075 nm. The delocalisation of the high-energy exciton
also provides the opportunity for exciton dissociation to produce charge carrier states
(electron and hole-polaron). Owing to the presence of charge carriers on the same
polymer chain, geminate recombination occurs rapidly, returning the polymer to the
S0 ground-state.

The rate constant of exciton dissociation, kED, may be calculated using the yield
of exciton dissociation, ΦED, and the lifetime of the Sn state, τSn and eq 3.2.

ΦED = kED
1/τSn

(3.2)

Values of 11% and 160 fs are used for ΦED and τSn , respectively. The calculated kED
has a value of ∼0.67 ps−1, which corresponds to an exciton dissociation time constant,
τED, of ∼1.5 ps. The ∆∆OD data at a wavelength under the ground-state absorption
spectrum (Supporting Information), which reports the recovery of the ground-state due
to geminate recombination of charge carriers produced during exciton dissociation,
shows an increase on a time scale consistent with τED. This result indicates that
geminate recombination occurs significantly faster than exciton dissociation, which is
expected given the close proximity of charge carriers on the polymer chain.

In conclusion, we have used pump-push-probe spectroscopy to show that excitons
on isolated P3HT chains in solution may be delocalized by the use of a secondary
photoexcitation, a push pulse. Of these high-energy excitons, ∼11% were found to
dissociate into charge carriers, with the remainder having the possibility of re-localizing
on a different region of the polymer chain. Exciton dissociation is present with a push
wavelength up to 1200 nm, giving a value for the binding energy of the exciton of
≤ 1 eV. The lack of time dependence of the pump-push delay indicates that ultrafast
torsional relaxation causes the majority of relaxation of the P3HT exciton on a time
scale of ≤ 160 fs.
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Experimental

Materials and sample preparation. Regioregular P3HT (MW= 50 kg mol−1, 99%
regioregular, Rieke Metals) was dissolved in freshly distilled THF (reagent grade, Schar-
lau) using sonication at 25 ◦C for one hour to produce 0.1 g L−1 solutions, which were
then filtered through a 0.2 µm nylon filter.

Steady state spectroscopy. The steady-state absorption spectrum was obtained
using a P3HT solution diluted to 0.01 g L−1 using a quartz cuvette with a 1 cm path-
length and a Cary 300 UV-visible absorption spectrophotometer. The fluorescence
spectrum was obtained on a Perkin-Elmer LS-55 fluorescence spectrometer with the
same sample used for the steady-state absorption measurement. Excitation wavelength
was 400 nm and excitation and emission slit widths set at 5 nm.

Pump-probe and pump-push-probe spectroscopy. Schematic diagram of the
pump-probe/pump-push-probe transient absorption apparatus are supplied in Sup-
porting Information. All laser pulses originated from a Ti:sapphire regenerative am-
plifier (Spectra-Physics, Spitfire Pro XP 100F) producing 100 fs pulses at a repetition
rate of 1 kHz centered at 800 nm. Pump pulses at 400 nm were generated by frequency
doubling of the fundamental output using a 0.5 mm BBO crystal. The pump pulse
energy was 1.8 µJ with a spot size of 700 µm. Push pulses at 900 nm or 1200 nm were
produced using an optical parametric amplifier (Light Conversion, TOPAS-C) with
a pulse energy of 1.8 µJ and a spot size of 475 µm. An optical chopper was used to
mechanically modulate either the pump or push beams at a frequency of 500 Hz to
obtain the ∆OD or ∆∆OD values, respectively. A white light continuum was gener-
ated for probe pulses by a 3.2 mm thick sapphire crystal for the 600 nm probe light
and a 12.7 mm thick sapphire crystal for the 1050 nm probe light, with the arrival time
determined by a computer controlled delay line. The probe was split into signal and
reference beams and fed to a pair of linear detectors. CMOS sensors were used for the
visible (Ultrafast Systems, CAM-VIS-2) and InGaAs diode arrays for the near-IR (Ul-
trafast Systems, CAM-NIR) wavelengths. Probe spot sizes were 260 µm for the visible
and 75 µm for the near-IR, with the energy of the pulses always much less than those
of the pump and push pulses. Relative to the probe, the pump and push beam crossing
angles were 5◦ and −4◦ respectively, with polarisations set at the magic angle of 54.7◦.
Samples had a concentration of 0.02 g L−1 for the visible and 0.1 g L−1 for the near-IR
experiments and were studied in a quartz cuvette with a 2 mm path length (Starna
Cells 21-Q-2) with continuous stirring. By changing the sample after each run of the
experiments, each sample was subjected to less than 90 minutes of laser exposure and
effects of photobleaching was not observed to exceed 10%. Fitting of the data was
performed using a Gaussian instrument response function of 150 fs (FWHM).
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Supporting Information

Ground State Bleaching
Ground state absorbance at 465 nm: GSA465 = 0.21
Ground-state bleach (GSB) ∆OD at 465 nm and 25 ps: GSB465 = −0.0065
Proportion of excitons produced by pump: |GSB465|

GSA465
= 0.031 ≡ 3.1%

∆OD at 1050 nm and 25 ps without push: ∆OD1050 = 0.0366
∆∆OD at 1050 nm and 25 ps with push: |∆∆OD1050| = 0.0102
Proportion of excitons affected by push: 1− ∆OD1050−|∆∆OD1050|

∆OD1050
= 0.28 ≡ 28%

Fitting parameters for 3-pulse data show some excitons affected by the push are not
recovering: A3 + A4 = 0.11 ≡ 11%
As a proportion of total ground state absorbance: 0.21× 0.031× 0.28× 0.11 = 0.00022

Change in GSB signal due to the push pulse is shown in Figure 3.5, with a change
in in ∆OD (∆∆OD) of 0.0002 appearing within approximately 5 ps. This indicates
that some proportion of excitons that absorb the push pulse are rapidly returning to
the ground state but are not relaxing back through the normally excited state.
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Figure 3.5: Change in the GSB band at 465 nm due to the push pulse. Despite the low signal
to noise level it can be seen that the push is causing an increase in ground state population.
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Single Strand Assumption
Volume containing a single polymer strand (Vstrand):
Molecular weight of P3HT sample: Mstrand = 50 000 g mol−1

Molecular weight of monomer unit (C10H14S): Mmonomer = 166.3 g mol−1

Number of monomer units per strand: n = Mstrand

Mmonomer
= 300

Length of single monomer unit: Lmonomer = 0.39 nm
Contour length of polymer strand: Lc = n× Lmonomer = 117 nm
Persistence length:76 Lp = 2.4 nm
Radius of gyration:

Rg
2 = 1

3LpLc − Lp
2 + 2Lp

3

Lc

(
1− Lp

Lc

[
1− e−

Lc
Lp

])
= 8.81× 10−17 m2

Rg = 9.38× 10−9 m
= 9.38 nm

Volume of cube containing a strand: Vstrand = (2Rg)3 = 6.6× 103 nm3

Volume allowed in solution for a single polymer strand (Vallowed):
Concentration of polymer solution: C = 0.1 g L−1 ≡ 2 µM
Avogadro’s number: NA = 6.022× 1023 mol−1

Strands per unit volume: NV = C ×NA = 1.2× 1018 L−1 ≡ 1.2× 10−6 nm−3

Volume allowed per strand: Vallowed = 1
NV

= 8.3× 105 nm3

Probability of multiple strands interacting:
Expected value: λ = Vstrand

Vallowed
= 7.95× 10−3

Poisson distribution probability of x strands occupying same space:
P(x=0) = λ0e−λ

0! = 0.99
P(x=1) = λ1e−λ

1! = 7.9× 10−3

P(x=2) = λ2e−λ

2! = 3.1× 10−5

P(x=3) = λ3e−λ

3! = 8.3× 10−8
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Spectral Evolution
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Figure 3.7: Evolution of the visible spectrum during the pump-probe experiment. The
arrows indicate the red-shifting of the SE peak and a slight blue-shifting of the GSB peak.
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Push Time and Power Dependency
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Figure 3.9: Dependency of the change in excited state absorption on the arrival time of
the push pulse after the initial excitation. All curves have been normalised to the change
in ∆OD 15 ps after the push pulse. Results from time intervals between 0.25 and 25 ps
are shown in (a), with corresponding fitting parameters in Table 3.3. Additional experiments
were conducted with pump-push delays over the entire lifetime of the exciton, (b), confirming
the lack of time dependence.
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Push-Probe Experiment
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Figure 3.11: Change in optical density at 1050 nm in the presence of either the 900 nm push
pulse (solid line) or the 400 nm pump pulse (dashed line) only. The absence of the induced
absorption band from the 900 nm experiment shows that excitons are only produced by the
400 nm pump pulse.
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Figure 3.12: (a) Triplet excitons are observed in the ∆OD data as a long-lived absorption
peak centered around 820 nm, most visible at the maximum experimental time window of
2.5 ns after the singlet exciton absorption has decayed. (b) The change in ∆OD at 820 nm
does not show evidence of a significant increase in triplet excitons due to the push pulse.
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Fitting Parameters

Table 3.2: Fitting parameters for the pump-probe (∆OD) data.a

expt. A1
b τ1 (ps) A2 τ2 (ps) A3 τ3 (ps)

∆OD1050 −0.19 2.4 0.14 135 0.66 530c

∆OD600 0.18 2.1 −0.22 60 −0.60 530c

a The ∆OD data was fit to a multi-exponential function f(t) = ∑
nAne

−t/τn . All
parameters have a relative error of 15%. b ∑

n |An| = 1. c Fixed to value obtained from
fluorescence lifetime measurements.

Table 3.3: Fitting parameters for the pump-push-probe (∆∆OD1050) data with λpush =
900 nm.a

push (ps) A1
b τ1 (ps) A2 τ2 (ps) A3 τ3 (ps) A4 τ4 (ps)

+0.25 −0.83 0.16 −0.06 2.6 −0.09 135c −0.03 530d

+0.5 −0.83 0.17 −0.05 4.4 −0.09 135c −0.03 530d

+1 −0.83 0.17 −0.06 3.9 −0.09 135c −0.03 530d

+2 −0.83 0.17 −0.06 4.5 −0.08 135c −0.03 530d

+5 −0.80 0.17 −0.08 2.6 −0.08 135c −0.04 530d

+10 −0.80 0.16 −0.08 2.6 −0.08 135c −0.04 530d

+25 −0.80 0.16 −0.09 2.4 −0.07 135c −0.04 530d

a The ∆∆OD data was fit to a multi-exponential function f(t) = ∑
nAne

−t/τn . All
parameters have a relative error of 15%. b ∑

n |An| = 1. c Fixed to value obtained
from pump-probe experiment. d Fixed to value obtained from fluorescence lifetime
measurements.

Table 3.4: Fitting parameters for the pump-push-probe (∆∆OD1050) data with λpush =
1200 nm.a

push (ps) A1
b τ1 (ps) A2 τ2 (ps) A3 τ3 (ps) A4 τ4 (ps)

+0.25 −0.78 0.22 −0.09 4.7 −0.11 135c −0.01 530d

+0.5 −0.77 0.26 −0.09 8.5 −0.11 135c −0.02 530d

+1 −0.74 0.30 −0.11 5.7 −0.13 135c −0.02 530d

+2 −0.77 0.26 −0.10 5.2 −0.11 135c −0.02 530d

+5 −0.74 0.32 −0.12 4.7 −0.13 135c −0.02 530d

+10 −0.78 0.24 −0.10 4.5 −0.10 135c −0.02 530d

+25 −0.76 0.29 −0.11 4.2 −0.11 135c −0.03 530d

a The ∆∆OD data was fit to a multi-exponential function f(t) = ∑
nAne

−t/τn . All
parameters have a relative error of 15%. b ∑

n |An| = 1. c Fixed to value obtained
from pump-probe experiment. d Fixed to value obtained from fluorescence lifetime
measurements.
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Table 3.5: Fitting parameters for the pump-push-probe (∆∆OD600) data with λpush =
900 nm.a

push (ps) A1
b τ1 (ps) A2 τ2 (ps) A3 τ3 (ps) A4 τ4 (ps)

+0.25 0.86 0.16 0.08 2.8 0.03 109 0.03 530c

a The ∆∆OD data was fit to a multi-exponential function f(t) = ∑
nAne

−t/τn . All
parameters have a relative error of 15%. b ∑

n |An| = 1. c Fixed to value obtained from
fluorescence lifetime measurements.

Experimental Section
Fluorescence lifetime measurement. Fluorescence lifetimes were measured using
a fluorescence upconversion spectrometer (Ultrafast Systems, Halcyone). A continuous
wave 532 nm Nd:YVO4 laser at 8 W (Spectra-Physics, Millenia Prime) pumped a mode-
locked Ti:Sapphire oscillator (Spectra-Physics, Tsunami) to produce 800 nm pulses
at a rate of 80 MHz. A pulse picker selected pulses at a rate of 40 MHz that were
then split into excitation and gate beams. The excitation wavelength of 400 nm was
generated by second harmonic frequency doubling of the oscillator output. The gate
pulse polarisation was set to the magic angle (54.7◦) with respect to the excitation
pulse to negate the effects of anisotropy.

Each run of the experiments consisted of the averaging of three scans with each
time point sampled for three seconds.

Samples were tested in a quartz cuvette with a 2 mm path length (Starna Cells
21-Q-2) and stirred continuously during the experiments.

Pump-probe and pump-push-probe spectroscopy. A schematic diagram of the
apparatus used for the pump-probe and pump-push-probe experiments is shown in
Figures 2.1 and 2.2.
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Abstract

The morphology dependence of exciton transport in the
widely used conjugated polymer poly(3-hexylthiophene)
(P3HT) is elucidated by combining an accurate meso-
scale coarse-grained molecular dynamics simulation
model of P3HT structure with a Frenkel–Holstein exciton
model. This model provides a more realistic representa-
tion than previously achieved of the molecular-level de-
tails of exciton transport on large length scales relevant
to electronic applications. One hundred 300-monomer
regioregular P3HT chains are simulated at room temper-
ature for microseconds in two implicit solvents of differing
solvent quality in which the polymer chains adopt contrasting morphologies: nanofibre-
like aggregates or well-separated extended conformations. The model gives reasonable
quantitative agreement with steady-state absorption and fluorescence and time-resolved
fluorescence experiments, and provides valuable insight into the mechanism of exciton
transport in conjugated polymers. In particular, exciton transfer in nanofibre aggre-
gates is shown to occur mainly through interchain hops from chromophores on the
aggregate surface towards the aggregate core, a behaviour with important implica-
tions for organic electronic applications. Furthermore, the counterbalancing effects of
greater orientational order and faster exciton transport in nanofibre aggregates than
in extended chains is found to explain the puzzling observation of similar fluorescence
anisotropy decay rates in nanofibres and free chains.

Introduction

The study of conjugated polymers is motivated by their use as electron donor or ac-
ceptor materials in the active layers of organic electronic devices such as solar cells53
and light-emitting diodes.266 Despite efficiencies of organic solar cells lagging behind
those of conventional silicon devices, organic devices remain appealing because of their
low-temperature and solution-based fabrication, which allows flexible and transparent
solar cells to be made using low-cost high-throughput production methods.43,78 Never-
theless, efficiency improvements would help to encourage the more widespread adoption
of organic photovoltaics.267

The microstructure of the bulk heterojunction — the bicontinuous network of donor
and acceptor materials in the active layer — has been shown to play a crucial role in
charge generation, separation, and transport in organic solar cells, and hence in the
overall device efficiency.61,63,186,268 Developing a comprehensive understanding of the
effects of bulk heterojunction morphology on device performance is challenging, given
the crucial role that polymer structure on a wide range of length scales — from the
molecular level up to the device scale — has on electronic properties.269

Theory and computation can provide valuable insight into the role of bulk het-
erojunction morphology in controlling device performance and could eventually lead to
the rational design of organic solar cells. Most computational approaches to addressing
the morphology dependence of the electronic properties of conjugated polymers and
polymer-based devices fall into one of two classes, neither of which has been entirely
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satisfactory in treating the range of length scales that are important in conjugated-
polymer devices. On the one hand are models in which the polymer structure is rep-
resented in full atomistic detail and electronic properties are computed using quantum
chemical methods.270–276 While such models are generally accurate, the high computa-
tional expense limits their use to systems of up to hundreds of atoms, and so polymer
conformations cannot be effectively simulated. On the other hand are continuum or
lattice models, in which the polymer structure and exciton or charge transport are
described by a reduced set of variables on a grid.277–282 Although simulations on exper-
imental length and time scales are readily accessible using such models, molecular-level
structure and chain topology are neglected.

Between these two extremes are mesoscale coarse-grained models in which groups of
atoms are represented by a smaller number of interaction sites, allowing multiple chains
of thousands of monomers to be feasibly simulated while retaining details about chain
connectivity that are crucial to energy and charge-transport mechanisms.95,247,283–286
However, previous calculations of this nature have used rather approximate models of
polymer structure, with conformations usually generated from a random distribution
and solvent effects neglected, which is unlikely to provide a accurate representation of
the complexity of a real system.

In this work, we address this issue by starting with realistic structures of the polymer
P3HT, obtained using an accurate, coarse-grained molecular dynamics model parame-
terised to reproduce the local structure and dynamics of an atomistic P3HT model.217
Large multi-chain systems are simulated in two different solvents in which the P3HT
chains adopt two conformationally distinct morphologies. P3HT was one of the first
conjugated polymers used in the manufacture of organic solar cells287 and is one of the
most widely studied conjugated polymers, with over 1,400 scientific publications on this
polymer in 2014 alone, according to Web of Science. P3HT readily exists in a variety
of morphologies including amorphous bulk phases, nanoparticles, and semicrystalline
nanofibres, which has significant effects on its physical, optical, and electronic proper-
ties.87,88,91,288 We then use a Frenkel–Holstein exciton model95,96,160,285 to determine the
locations and energies of chromophores — a method that scales reasonably up to hun-
dreds of polymer chains — in polymer conformations extracted from the coarse-grained
molecular dynamics simulations. Finally, we perform kinetic Monte Carlo simulations
of inter-chromophore exciton transfer using transfer rate coefficients derived from the
Fermi Golden Rule, assuming a point-dipole approximation for inter-monomer inter-
actions. We verify that the simulations reproduce experimental measurements and use
them to provide new molecular-level insight into the mechanism of exciton migration
through self-assembled P3HT nanostructures.

Computational Methods

Coarse-grained Molecular Dynamics
The solution-phase structure of P3HT was simulated using molecular dynamics of a
coarse-grained polymer model, which has been described in detail in a previous pub-
lication.217 Briefly, each hexylthiophene monomer was represented by a set of three
spherical beads corresponding to the centres-of-mass of the thiophene ring and the first
three methyl groups and last three methyl groups of the hexyl sidechain, respectively.
This atomistic-to-coarse-grained mapping is shown diagrammatically in Figure 4.1a.
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Figure 4.1: (a) Mapping of P3HT atomistic to coarse-grained sites and example structures
of (b) a free chain and (c) a nanofibre aggregate. The polythiophene backbone is indicated
in yellow, with the alkyl sidechain units shown in gray. The view of the nanofibre is looking
down through the π-stacking direction, showing the alkyl sidechain interactions.

Simulations of the polymers were carried out in implicit solvent using Langevin dy-
namics at constant volume and temperature, with the interactions between coarse-
grained sites parametrized so as to match the local structure and dynamics measured
in constant-pressure simulations of an atomistic model of P3HT in an explicit solvent,
anisole. This coarse-grained P3HT model was found to agree with the experimental
phase behavior of P3HT in anisole, showing a transition between a non-aggregated and
aggregated state as the temperature dropped below around 35 ◦C.217 The size of the
simulated aggregates also matched the widths of P3HT nanofibre aggregates measured
experimentally. To model P3HT in a better solvent than anisole (e.g. tetrahydrofuran
(THF)) in which the polymer chains are fully solvated and form extended structures at
room temperature, the non-bonded polymer–polymer pair interactions were reduced
by 10% of their value in the coarse-grained P3HT model in implicit anisole.

For convenience, we will refer to the simulations at room temperature of P3HT
in implicit anisole and of P3HT in the better solvent as “nanofibre” and “free chain”
simulations, respectively, to describe the polymer morphologies formed in these sim-
ulations. Note that the nanofibre aggregates simulated are not entire nanofibres as
would be produced experimentally, but instead constitute several π-stacked layers in
a section of a nanofibre.217 Examples of the coarse-grained structures that result from
these two solvent models are shown in Figures 1b and c. Both the nanofibre and free
chain systems consisted of one hundred 300-monomer P3HT chains in a cubic simula-
tion box with periodic boundary conditions enforced. Simulations were carried out at
constant volume and temperature using Langevin dynamics, starting from an initial
configuration of randomly placed and oriented chains with inter-monomer dihedral an-
gles selected from a Boltzmann distribution of the inter-monomer torsional potential.
The temperature was set to 293 K.

Nanofibre simulations were carried out at three different P3HT concentrations with
total system volumes of 6.7× 106, 9.8× 105, and 4.3× 105 nm3 for 2480, 1040, and



50 Chapter 4. Molecular-Level Details of Morphology-Dependent Exciton . . .

Figure 4.2: Snapshots from molecular dynamics simulations of 100 P3HT (a) free chains in
good solvent and (b) nanofibre aggregates formed in a marginal solvent (anisole) at 0.13 and
1.0 wt% P3HT concentration respectively. For clarity, alkyl sidechains are not shown.

240 ns, respectively, to model 0.13, 1.0, and 2.0 wt% systems in anisole. P3HT has been
shown experimentally to form nanofibres in anisole at concentrations between 0.005 and
1.0 wt%.90 The 1.0 and 2.0 wt% simulations were started from configurations obtained
by rapidly compressing the configuration of the 0.13 wt% simulation after 1.76 µs in
a constant pressure simulation over a period of 0.5 ns. A single free chain simulation
was carried out for 544 ns with the same system volume as the 0.13 wt% nanofibre
system. It was verified that any measured quantities discussed below ceased to display
systematic variations with time within the time scale of the simulations. Figure 4.2
shows examples of the resulting configurations for the free chain (Figure 4.2a) and
nanofibre (Figure 4.2b) systems.

The friction coefficient for the Langevin dynamics in the nanofibre simulations was
reduced by a factor of 10 from the value in Ref. 217 to accelerate nanofibre formation.
While such a change would affect the dynamics of chain aggregation, it should not
impact the thermodynamic stability of the polymer structures formed. Furthermore,
both cases correspond to “high” friction in the context of aggregation dynamics, with
the time scale of decorrelation of particle velocities in both cases being much shorter
than the time scale of aggregation; as such, aggregation in both cases should occur by
a similar mechanism of diffusive motion biased by inter-particle interactions.

Exciton Transport Simulations

Frenkel–Holstein Exciton Model

Exciton transport was simulated using a Frenkel–Holstein model developed by Barford
and Tozer,95,160 which accounts for the effects of molecular-level polymer structure on
excitation energies and dynamics. Here, it was applied to chains representing P3HT
generated from the coarse-grained molecular dynamics simulations described above.
The main features of the model as they apply to the present work are given below.
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The Frenkel exciton model treats the electron–hole pair as a single particle that can
be delocalized in one dimension along the polymer chain.289,290 The Frenkel–Holstein
model extends the Frenkel model by coupling the exciton to the motion of the nuclei
in the polymer.149,150,190,191 The nuclei of the monomer units are treated classically,
considering their motion to be described by a normal coordinate. In P3HT, the dom-
inant normal coordinate is linked to the C−−C stretching mode, as discussed below.
The coupling to the normal mode simulates the relaxation process from the vertically
excited state with the initial ground state geometry, to the excited but vibrationally
relaxed state with the corresponding change in nuclear coordinates.

The Frenkel–Holstein Hamiltonian is

H =
∑
i

(E0 + αi − Ah̄ωQi)â†i âi +
∑
i>j

Jij(â†i âj + âi â
†
j) + h̄ω

2
∑
i

Qi
2, (4.1)

where i and j are numeric labels of the monomer units in a chain and the operators â†i
and âi respectively create or destroy an exciton on monomer i. The on-site excitation
energy is given by (E0 + αi), where αi is a Gaussian random variate with standard
deviation σα, representing energetic disorder caused by local structural fluctuations
in the polymer system.145,160 The electronic coupling between monomers i and j is
described by Jij. We only consider nearest-neighbour interactions (j = i±1) in eq 4.1,
which are expected to be dominant,285 for which this term can be decomposed into
two components,

Jij = JDD + JSE cos2(φij). (4.2)
JDD is the through-space dipole–dipole coupling, for which the orientational and dis-
tance dependence between adjacent monomers is considered negligible. JSE is the
through-bond superexchange contribution, which is modulated by cos2(φij), where φij
is the dihedral angle between monomers i and j. In this way the planar arrangement
of monomer units equates to maximum π-conjugation and therefore minimizes the ex-
citation energy. The coupling of the exciton to the normal coordinate is described
by the exciton–phonon coupling parameter, A, with Qi being the dimensionless dis-
placement at site i associated with the normal mode with angular frequency ω. The
eigenstates of eq 4.1 define the wavefunctions of the exciton center-of-mass particle,
with the corresponding eigenvalue giving the energy for the state.

When there is no coupling to the normal coordinate (Qi = 0), eq 4.1 reduces to
the Frenkel Hamiltonian, which is used to determine the vertically excited states. The
lowest energy eigenstates of eq 4.1 define the absorbing chromophores, or localised
exciton ground states (LEGSs), and therefore can be identified as those eigenstates
that satisfy the inequality ∣∣∣∣∣∑

i

ψmi |ψmi|
∣∣∣∣∣ ≥ 0.95, (4.3)

where ψmi is the value of the wavefunction of state m on monomer i.291 This criterion
selects states for which 95% of the wavefunction density is in the main peak of the wave-
function and therefore discriminates against those states whose wavefunctions change
sign and have both significant positive and negative amplitudes. The remaining higher-
energy states describe local exciton excited states (LEESs), which have nodes but span
the same chain segments as LEGSs, and quasi-extended exciton states (QEESs), which
have nodes and spatially overlap more than one LEGS. These higher energy states
contribute to the simulated absorption spectrum, but upon excitation are assumed to
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relax rapidly to the LEGS with maximum wavefunction overlap.292 Note that for the
monomer basis used to describe the eigenstates of the Hamiltonian in eq 4.1, a sys-
tem of N monomers generates N eigenstates, which include both LEGSs and higher
lying excited states. As a consequence, the number of LEGSs is generally significantly
smaller than the number of eigenstates. An example of the wavefunctions of the LEGSs
found on a P3HT chain is shown in Figure 4.3.
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Figure 4.3: Computed wavefunction magnitudes for LEGSs on a 300-monomer polymer
chain. The nine different states in this particular case are colour-coded for clarity.

Coupling to the normal coordinate (Qi 6= 0) gives the wavefunctions and energies of
electronically excited but vibrationally relaxed chromophores. This process is greatly
simplified by assuming that the wavefunction is identical to that of the vertically excited
state. This assumption has been validated by density matrix renormalisation group
calculations performed by Marcus et al. on a Frenkel–Holstein model of disordered
poly(para-phenylene) and by Barford and Tozer on poly(para-phenylenevinylene).95,96
These calculations showed minimal variance between the wavefunctions of the verti-
cally excited and vibrationally relaxed states. In the large-polaron limit applicable to
conjugated polymers, the dimensionless displacement of monomer i depends on the
exciton density in state m according to150,285

Qmi = A|ψmi|2. (4.4)

As ψmi is assumed to be equal to the previously determined wavefunction of the LEGS
m, the final term in eq 4.1 can thus be used to directly compute the vibrational relax-
ation energy,

Erm = A2h̄ω

2
∑
i

|ψmi|4, (4.5)

and therefore the energy of the emissive chromophores.

Exciton Localisation

The exciton center-of-mass, Rm, for each LEGS m can be determined from the wave-
functions by

Rm =
∑
i

Riψmi
2, (4.6)

where Ri is the spatial position of monomer i. The root-mean-squared deviation of
the wavefunction along the polymer chain is used to find the localisation length and
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therefore effective conjugation length, lm, of the chromophore m by

lm =
(

12π2

π2 − 6

) 1
2
∑

i

i2ψmi
2 −

(∑
i

iψmi
2
)2
 1

2

, (4.7)

as described by Makhov and Barford.144

Monte Carlo Hopping Simulations

Exciton transport in the model occurs through a Förster-type resonance energy transfer
process.69,271,272 With the location and energy of the absorbing or acceptor and emissive
or donor chromophores determined via the Frenkel–Holstein model, the nonradiative
energy transfer rate between each donor and acceptor can be calculated. The transfer
rate between a donor and acceptor pair, kDA, depends on the distance between the
chromophores and the alignment of their transition dipole moments as well as the
spectral overlap of the donor and acceptor, and is calculated using the Fermi Golden
Rule,

kDA = 2π
h̄
JDA

2XDA. (4.8)

The electronic coupling between the donor (D) and acceptor (A) chromophores, which
is assumed to comprise point-dipole interactions between monomers on the different
chromophores not accounted for in the nearest-neighbour Hamiltonian (eq 4.1), is taken
as95

JDA = µ0
2

4πεrε0
∑
Di
Aj
i 6=j

r̂i · r̂j − 3
(
R̂ij · r̂i

) (
R̂ij · r̂j

)
|Ri −Rj|3

ψDiψAj, (4.9)

where µ0 is the magnitude of the transition dipole moment of a single monomer, εr is the
relative permittivity of the polymer, r̂i is a unit vector in the direction of the transition
dipole moment of monomer i, which is assumed to be oriented along the line joining
the adjacent monomer centers,293 and R̂ij is a unit vector between monomers i and j.
This equation is equivalent to the line-dipole approximation for Coulombic coupling
between chromophores, which gives good agreement with exact results for short chains
for inter-chromophore distances more than twice the inter-monomer distance and is
essentially exact for all chain lengths when the inter-chromophore distance exceeds
three times the inter-monomer distance.164 Most of the chromophores in our simulations
satisfy the latter condition. This approximation may not be so accurate for adjacent π-
stacked chromophores in polymer aggregates. We have compared the excitonic coupling
between two ordered π-stacked P3HT decamers separated by 3.9Å in the π-stacking
direction from our model with the value from accurate transition density cube (TDC)
calculations,294 and found that our model overestimates the coupling by 50%. On the
other hand, our coarse-grained molecular dynamics model overestimates the π-stacking
distance in P3HT slightly compared with experiment,217 resulting in an underestimate
of the coupling of around 15% for typical π-stacking distances compared with the TDC
calculations. Thus, we expect the excitonic couplings to reproduce reasonably well
those in the real system.

Spectral overlap of the donor with the acceptor, XDA, is calculated by treating the
donor emission and acceptor absorption spectra as two-level Franck–Condon progres-
sions, with lines replaced by Lorentzian distributions with full width half maximum
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(FWHM) of 0.1 eV.295–297 The effective Franck–Condon factor, Fm, for transitions to
the vth vibrational level of chromophore m is determined by

Fm = e−SmSvm
v! , (4.10)

where Sm is the Huang–Rhys parameter for chromophorem, related to the chromophore
length by

Sm = A2

2
∑
i

|ψmi|4. (4.11)

Competing with exciton hopping is radiative decay from the donor chromophores.
The radiative rate is determined by

kr = n|µm|2E2

3πε0h̄4c3 , (4.12)

where n is the refractive index of the pure polymer, µm = µ0
∑
i r̂iψmi is the total

transition dipole moment of chromophore m, and E is the relaxed energy of the chro-
mophore, which is equivalent to the energy of the emitted photon.

In conjugated polymers, nonradiative decay is a significant exciton deactivation
pathway. It is generally accepted that nonradiative transitions follow the energy gap
law,298 with the rate exponentially dependent on the transition energy

knr ∝ e−γE, (4.13)

where γ is a parameter fitted to the molecule. Recently, Dimitrov et al. compared
exciton lifetimes of several conjugated polymers to their optical band gaps and con-
firmed that nonradiative decay rates do appear to show a negative correlation with
band gap consistent with eq 4.13.299 However, a value for the molecular parameter
γ was not able to be reliably determined and it was concluded that factors such as
polymer structure, the degree of order or crystallinity, and geometric rearrangement
between the ground and excited states could have significant influence. Given that knr
is on the order of 1.6× 109 s−1 in P3HT,300,301 the nonradiative lifetime is 600 ps or
more, while the vast majority of the exciton migration processes simulated involved
fewer than 6 hops (Figure 4.6), each 1–2 orders of magnitude faster than the nonradia-
tive decay rate. Additionally, as the experimentally measured knr is determined from
an ensemble of chromophores, the nonradiative decay rates from the initially excited,
high-energy chromophores are expected to be significantly slower according to eq 4.13.
It is therefore reasonable to assume that neglecting nonradiative decay should not af-
fect the short time scale dynamics of exciton migration that are the focus of this study,
although future development and implementation of a suitable theory for nonradiative
decay may improve simulation results involving longer time scales.

Note that only excitation of and energy transfer between local exciton ground states
(LEGSs) and the corresponding vibrationally relaxed states is considered in this model.
Exciton transfer may not occur exclusively through LEGSs, but this transport mech-
anism is expected to dominate for several reasons. Firstly, as previously mentioned,
these higher excited states are expected to relax rapidly to LEGSs on time scales (∼10s
to 100s of fs285) much shorter than the time scale of exciton hopping (10s of ps). Sec-
ondly, the transition dipole moments (and hence oscillator strengths) of these higher
excited states, due to the oscillatory nature of their node-containing wavefunctions,
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Table 4.1: Summary of parameters used in exciton transport model for P3HT

parameter value
E0 Nominal on-site excitation energy for a monomer 5.70 eV
σα Standard deviation of on-site excitation energy due to

local disorder
0.065 eV

JDD Nearest neighbour exciton transfer integral: dipole–
dipole contribution

−0.95 eV

JSE Nearest neighbour exciton transfer integral: through
bond superexchange contribution

−0.80 eV

µ0 Dipole moment of a single monomer 2.05× 10−29 C m
h̄ω Energy of normal mode of angular frequency ω 0.18 eV
A Exciton–phonon coupling 4.5
n Refractive index of polymer, n = √εr 1.75

will be smaller than those of the LEGSs,96,291 so absorption probabilities and exciton
transfer rates involving these higher excited states will be correspondingly smaller than
those involving LEGSs, particularly for less coiled chains.96 Finally, following the ini-
tial excitation, after which the exciton rapidly finds itself in a LEGS for the reasons
mentioned above, further exciton transfer will occur to other LEGSs as the higher ly-
ing excited states are energetically inaccessible to the generally energetically downhill
exciton transfer process.

The initially excited chromophore is randomly selected with a probability dependent
on the degree of spectral overlap of the acceptor with the simulated laser excitation
wavelength. At each state, the exciton may either hop to a new site or recombine
radiatively. A set of time intervals for these events is determined by ∆t = − ln x/k,
where k = {kDA, kr} is the set of all rate constants for that donor and x is a random
uniform deviate in the interval [0, 1] chosen for each k. The event with the lowest ∆t
is then selected as the transition to the new state. If the transition is a nonradiative
hop to a new chromophore, then the process continues until radiative decay occurs.

The free chain simulation used 68 configurations taken at 8 ns intervals after an 8 ns
equilibration period. The nanofibre system combined 63, 130, and 30 configurations of
the 0.13, 1.0, and 2.0 wt% systems, respectively, taken at 8 ns intervals after an 1.98 µs
period of fibre formation. Each timestep from the free chains and nanofibres was
processed 14 and 4 times, respectively, to give ∼1000 configurations for each system.
Note that a single configuration will give slightly different chromophore boundaries and
energies on each run due to the diagonal disorder α present in the Frenkel–Holstein
Hamiltonian. No significant differences in the results were observed when the different
concentration nanofibre systems were processed individually. For each configuration,
105 excitations were performed.

Model Parameterisation

The parameters used in the Frenkel-Holstein model for P3HT are summarised in Ta-
ble 4.1. The parameters E0, JDD, JSE, and µ0 were determined via quantum chemical
calculations of methylthiophene oligomers. The hexyl sidechains of P3HT were replaced
with methyl groups to reduce computational complexity, as this does not affect the elec-
tronic properties of the oligomers significantly, which are dominated by the backbone
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conjugation.302,303 Structures were geometry optimised using the AM1 method and the
S0 → S1 transition energies computed using ZINDO/S.

The transition energies from ZINDO/S calculations of 3-methylthiophene oligomers
agree reasonably well with the energies of the absorption maxima for the S0 → S1
transition of thiophene oligomers in benzene solution74 and of 3-octylthiophene ol-
igomers in chloroform.84 Because relatively little energy (compared with kBT ) is re-
quired to change the conformation of 3-methylthiophene oligomers significantly from
the minimum-energy conformer in which the thiophene rings are coplanar,217 the cal-
culations were carried out for oligomers whose inter-monomer dihedral angles had
been selected randomly from a Boltzmann distribution in the dihedral potential at
298 K.217 As shown in the Supporting Information, although the calculations underes-
timate the experimental dimer transition energy by around 0.2 eV, for longer oligomers
the calculations and experiments for thiophene oligomers agree within error. Thus,
the parameters obtained from the ZINDO/S calculations for the on-site excitation and
nearest-neighbour coupling energies are expected to be reasonably accurate.

The value of JSE was found by the difference in transition energies of methylthio-
phene dimers with dihedral angles of 180◦ (planar) and 90◦ (orthogonal) (see Support-
ing Information). To determine E0 and JDD, the transition energies of oligomers of
length 5 to 30 were plotted against the inverse of the number of thiophene units. The
equivalent planar coarse-grained structures were built and the transition (LEGS) ener-
gies determined using the Frenkel exciton model with the values of (JDD +JSE) and E0
selected to match, respectively, the slope and intercept from the quantum calculations
(see Supporting Information).

The transition dipole moment of a single monomer, µ0, was determined by plotting
the square of the transition dipole moment for methylthiophene oligomers of length 10
to 30 against the number of thiophene units. The linear fit was then extrapolated back
to give the magnitude of the transition dipole moment of a single unit.

The refractive index of the pure polymer, n, was obtained from spectroscopic ellip-
sometry measurements of P3HT films.304 For simplicity we have ignored the wavelength
dependence of the refractive index of P3HT. The selected value is a good estimate for
regiorandom P3HT; the refractive index for regioregular P3HT is more heavily wave-
length dependent.

In P3HT the energy of the primary normal mode, h̄ω, corresponds to the C−−C
stretch at 1450 cm−1 (0.18 eV) that is observed in Raman spectra of P3HT films305 and
in the single-molecule absorption spectrum.191 The shoulders seen in the UV-visible
absorption spectrum of P3HT nanofibres (Figure 4.4) also correspond to this value.

The value for the exciton–phonon coupling parameter, A, was chosen to match the
experimentally observed relaxation energy (Stokes shift), and is similar to values used
by Barford et al. in exciton transfer simulations of MEH-PPV.160

Experimental Methods

Free chains of P3HT in solution were prepared by dissolving regioregular P3HT (Rieke
Metals, MW = 50 000 g mol−1, 99% regioregularity) in THF (Scharlau) by sonication at
25 ◦C for one hour to produce 0.1 g L−1 solutions, which were filtered through a 0.2 µm
nylon filter. Nanofibres of P3HT were produced by precipitation from anisole (Merck)
at a concentration of 0.5 g L−1 using the whisker method described by Samitsu et al..90
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Steady-state absorption spectra were obtained on a Cary 300 UV-visible absorp-
tion spectrophotometer using a 1 cm path length quartz cuvette and the free chain or
nanofibre solution diluted to 0.01 g L−1 in THF or anisole, respectively. Fluorescence
spectra were obtained using the same solutions on a Perkin-Elmer LS-55 fluorescence
spectrometer with an excitation wavelength of 400 nm and excitation and emission slit
widths set at 5 nm.

Time-resolved fluorescence was measured using a fluorescence upconversion spec-
trometer (Halcyone, Ultrafast Systems). A continuous wave 532 nm Nd:YVO4 laser
at 8 W (Millenia Prime, Spectra-Physics) pumped a mode-locked Ti:Sapphire oscil-
lator (Tsunami, Spectra-Physics) to produce 800 nm pulses at a rate of 80 MHz. A
pulse picker selected pulses at a rate of 40 MHz that were then split into excitation
and gate beams. The excitation wavelength of 400 nm was generated by doubling of
the oscillator output using a BBO crystal. For the isotropic emission experiments,
the gate pulse polarisation was set to the magic angle (54.7◦) with respect to the ex-
citation pulse. Anisotropy measurements were calculated from alternate scans with
the gate pulse parallel or perpendicular to the excitation, with anisotropy defined as
r(t) = I(t)‖−I(t)⊥

I(t)‖−2I(t)⊥
. Each experiment consisted of the averaging of three runs. For

each delay time point a three second sampling time was used for a total of 1.2× 108

laser excitations. Measurements were taken in a 2 mm quartz cuvette (Starna Cells
21-Q-2) at a concentration of 0.02 g L−1 and stirred throughout the duration of the
experiments. No photodegradation of the sample was observed over the time scale of
the experiments.

Results and Discussion

Model Verification
Figure 4.4 compares the simulated steady-state absorption and fluorescence spectra
with those obtained experimentally. The result for the free chains (Figure 4.4a) shows
reasonable agreement, although there are quantitative discrepancies, which are not
unexpected given the simplicity of the model. While the experimental absorption
band is broader than that of the simulations, the onset of absorption at the red edge
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Figure 4.4: Experimental and simulated steady-state absorption and emission spectra for
(a) P3HT free chains and (b) nanofibres.
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matches well. It is in this low-energy region that the absorption is dominated by LEGSs,
indicating that the energies determined from the Frenkel–Holstein model for these
states are reasonable. The fluorescence peak of the free chains is also well simulated,
showing that the relaxation energies of the LEGSs are also valid. The small shoulder
present in the experimental fluorescence peak is reproduced, but somewhat exaggerated
in the simulation data, indicating an overestimation of the intensity of the 0–1 vibronic
transition.

The experimental absorption and emission spectra of nanofibres (Figure 4.4b) ex-
hibit distinct vibronic structure that is also present in the simulated spectra. In par-
ticular, the nanofibre emission shows the two characteristic 0–0 and 0–1 transitions
associated with H- and J-type aggregate behavior.306 These two distinct peaks are re-
produced in the simulation data, despite the intensity of the 0–1 transition again being
overestimated. The simulated absorption spectrum is also significantly narrower than
the experimental nanofibre spectrum. Some of this discrepancy may be due to only
relatively small aggregates being simulated rather than complete nanofibres, so that
the full distribution of absorbing chromophores may not be captured. On the other
hand, agreement is better for the emission spectrum, since emission is expected to oc-
cur from a small number of low-energy chromophores as a result of energy funnelling
due to exciton transfer, which the simulations are more successfully able to capture.

Importantly, the red-shifting of the absorption and emission peaks in the nanofibre
simulations with respect to those in the free chain simulations is captured, indicating
that the Frenkel–Holstein model is responding to the structural differences between
the two systems and reproducing reasonable energies of the absorptive and emissive
chromophores. This result also indicates that the coarse-grained structural model
underlying the exciton model accurately captures the structural changes, such as in-
creases in conjugation length, that occur as a result of chain aggregation in P3HT.
Although experimentally quantifying chromophore lengths in conjugated polymer sys-
tems is complicated by environment, heterogeneity and a suitable definition,307,308 the
computed conjugation lengths of the LEGSs of 20–25 units (Figure 4.3, eq 4.7) are in
good agreement with the available data for thiophenes.308,309

The exciton transport simulations are also able to reproduce the dynamics of time-
resolved fluorescence upconversion experiments (see Supporting Information), which
show a dynamic red-shift in the emission occurring over a period of tens of picoseconds,
on a time scale that has been attributed to exciton transport,232,234,310 with different
wavelength dependencies for free chains and nanofibres. This result implies the exciton
hopping rates calculated in the simulation agree with experimental observations.

Exciton Transport Mechanism
Figure 4.5 shows the mean squared displacement of excitons over time in the free chain
and nanofibre systems. The motion of excitons is not clearly diffusive, with an upper
limit to exciton displacement being reached asymptotically due to the finite size of the
polymer in which the exciton can travel. The free chains are in dilute solution, which
means that chains are generally well isolated from each other. This puts an upper limit
on exciton travel distance, equal to the chain contour length. In reality, chains are not
fully extended, nor are excitations exclusively at the chain termini. The nanofibre
aggregates are naturally much larger than a single chain, which immediately allows for
greater exciton travel. However, the total displacement is still limited to 7–8 nm due to
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Figure 4.5: Mean-squared displacement (MSD) of excitons in P3HT free chains and nano-
fibres.

trapping effects coupled with the total exciton lifetime governed by the chromophore
radiative rates (eq 4.12). This result from the simulations is in good agreement with
the experimental values for exciton diffusion length in crystalline P3HT.311

The difference in the mean squared displacements between the free chains and
nanofibres correlates with the distribution of hop counts for each system, shown in
Figure 4.6. On isolated chains the probability that hopping does not occur, where ex-
citation and emission occur from the same chromophore, is approximately 35%. Where
hopping does take place, it is likely that only one or two hops will occur, with the prob-
ability of an exciton undergoing more than four hops being negligible. This observation
is consistent with single-molecule polarisation spectroscopy experiments on disordered
P3HT,187,188 for which the decay of the correlation between excitation and emission
polarisations suggests some degree of energy funnelling to the lowest energy chrom-
ophore, but the lack of perfect anisotropy in the single-molecule emission indicates
incomplete funnelling to the lowest energy chromophore. The appearance of broad,
homogeneous emission spectra from individual molecules also suggests that emission
occurs from a variety of chromophores in the molecule. This can be rationalized from
the exciton transport simulations, in which the extended and disordered nature of the
free chains can cause a relatively large distance and unfavourable orientation between
chromophores, preventing the exciton from reaching the lowest energy site prior to
emission. As expected, excitons are more mobile in the nanofibres, with only around
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5% of excitons emitting from the initially excited chromophore, as shown in Figure 4.6.
Polymer aggregation clearly leads to a larger selection of chromophores in close prox-
imity and allows for a greater selection of lower energy acceptor sites as possible hop
destinations.

Exciton hopping events can be categorized as either intra- or interchain. The pro-
portions of each for the free chains and nanofibres are shown in the inset of Figure 4.7.
The isolation of the free chains is again evident with hops being almost exclusively
within the same chain. For the nanofibres there is a predominance of interchain-type
hops, indicating that there are either a greater number of interchain acceptor chro-
mophores in the vicinity, or that they are more strongly coupled by a smaller distance
or more favourable orientation (eq 4.9). Analysis of the intrachain-type hops in Fig-
ure 4.7 shows that, for both systems, exciton transfer to the nearest-neighbour chrom-
ophore is preferred. As the immediately adjacent acceptor chromophore is likely to be
both spatially close and possess a favourable orientation with respect to the donor, this
result is expected. Similarly, for the free chains, hops to more distant chromophores
become increasingly unlikely due to the extended and disordered nature of the chains.

However, with nanofibres the trend for exciton hops between the donor and acceptor
separated by two or more chromophores is more complex. The probability of exciton
hopping to a site two chromophores away is significantly less than that for a nearest-
neighbour type hop, but the probability of hops to sites further along the chain then
tapers off slowly. The particular nature of the chain folding is responsible for the above
phenomena. A chain that contributes to a nanofibre is likely to fold into segments of
length ∼25 nm. As shown in Figure 4.8b, these segments are divided into roughly
two or three chromophores (chromophores in a free chain are shown in Figure 4.8a for
comparison). The remainder of the chain folds back upon itself. The result is that
beyond the directly adjacent chromophore, there is a good chance the remainder of the
chain is folded back in close proximity. Indeed a plot of Euclidean distance between
chromophores on a chain against their separation number along the chain (Figure 4.9a)
shows that a chromophore at the opposite end of a chain in a nanofibre aggregate is
generally not any more spatially distant than any other on that chain. Furthermore,
if hopping events are analysed (Figure 4.9b), it can be seen that hops to the nearest-
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Figure 4.8: Division of polymer chains into spectroscopic units for (a) a free chain and (b) a
nanofibre aggregate. Chromophore colours are arbitrary and alkyl sidechains are not shown
for clarity.
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Figure 4.9: Euclidean distance (a) between intrachain chromophores and (b) of intrachain
exciton hops versus the linear chromophore separation along the chain length. Error bars
show the first and third quartile.

neighbour chromophore in nanofibre aggregates in fact have, on average, the furthest
hop distance, and that hops to chromophores elsewhere on the chains are likely due
to them being wrapped and aligned closer than the directly adjacent neighbour along
the chain. Overall, the results show preference for exciton migration across the chains
in nanofibre aggregates rather than along them, most likely in the π-stacking direction
due to the close proximity and hence stronger interchain coupling in this direction.61,294
Nevertheless, nearest-neighbour hops are the most common intrachain transitions in
the nanofibre aggregates due to the favourable correlated orientation of the transition
dipoles of adjacent chromophores along the chain.

The extended structure of free chains is evident in Figure 4.9a, with the Euclidean
distance increasing with intrachain chromophore separation. As a consequence, hops
to sites on the chain separated by more than two chromophores are highly unlikely
(Figure 4.7), with disorder also making favourable transition dipole alignment less
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Figure 4.10: Probability heat maps of excitation, intermediate exciton visit, and emission
events on a P3HT free chain and nanofibre aggregate.

probable. Figure 4.9b suggests that hops between widely separated chromophores only
occurs when the chain ends are occasionally brought close together in space.

Figure 4.10 shows probability maps of excitation, intermediate visit, and emission
events for typical free chain and nanofibre systems. Absorption of the simulated 400-nm
laser excitation light occurs relatively evenly throughout the polymer chains, although
there are a few higher energy sites that are more likely to absorb. These chromophores
are well distributed over the extended free chains, but appear to be localized on the
outside of the nanofibre structures. Emission sites are again distributed over the length
of the free chains, but appear to be localized to just a few sites in the nanofibre, with
a tendency for emission to occur from within the core of the structure. The category
of intermediate visits is where a site is an exciton transition pathway but does not
directly absorb or emit photons. There are only a small number of these sites on the
free chains, where there is a chromophore of just the right energy bridging a high-
energy absorption and low-energy emission site. This low probability is also reflected
in Figure 4.6 for hop counts greater than two. On the nanofibre, the intermediate sites
appear to be located between the absorbing sites on the exterior and emissive sites
on the interior of the structure. Qualitatively, the heat maps in Figure 4.10 imply
there is an energy funnelling effect towards the nanofibre core. This energy-funnelling
behaviour was observed in general for the nanofibre aggregates simulated, as illustrated
for a number of other aggregates in the Supporting Information.

To confirm this assertion, individual nanofibre aggregates were identified in the
nanofibre systems and exciton migration tracked in relation to the center-of-mass of
the aggregate. The aggregates were determined by finding clusters of chromophores
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defined using a density-based clustering algorithm, DBSCAN.312 In this method, an
aggregate is firstly located by detecting a minimum of six chromophore centres-of-mass
within a sphere of 7 nm diameter, and the boundary of the aggregate is then found
when the chromophore density falls below this threshold. The Supporting Information
shows a plot of the mean squared displacement of an exciton from the center-of-mass
of its originating nanofibre cluster over time, showing there is an overall tendency for
energy funnelling towards the aggregate center. This effect can be explained by the
fact that the polymer chains are more ordered in the aggregate core. The more planar
structure of the stacked polymer chains in the core results in a longer conjugation
length and therefore lower energy chromophores that make favourable acceptor sites.
This is backed by an analysis of chromophore conjugation length and chain planarity
as a function of distance from the chromophore cluster’s center-of-mass (Supporting
Information). There is a clear increase in chain planarity closer to the cluster center of
mass, with a resulting increase in conjugation length of approximately four thiophene
units.

The tendency for excitons to migrate towards the centres of the aggregates has
negative implications for charge generation in conjugated polymer solar cells, where
exciton migration to and dissociation at the donor–acceptor interface is required. It
could be expected that nanofibre-based solar cells would provide greater efficiency than
traditional bulk-heterojunction types due to higher charge-carrier mobilities and fibre
diameters being comparable to the exciton diffusion length, but these solar cells do
not automatically show significant improvements over disordered bulk-heterojunction
cells.92,313,314 Furthermore, more recently developed polymers for photovoltaic appli-
cations display high efficiency with amorphous microstructures, with any thermal an-
nealing to induce donor–acceptor phase separation reducing their performance.78,315
Our simulation results suggest that a contributing factor to the poor performance of
photovoltaic devices containing relatively large ordered aggregates is the presence of
low-energy trap sites at aggregate cores that funnel excitons away from donor–acceptor
interfaces and where exciton recombination eventually occurs. This effect may also be
responsible for the unexpectedly high fluorescent quantum yields of conjugated poly-
mer nanoparticle suspensions in water, where the water would otherwise be expected to
efficiently quench excitons.91,178,316 If the exciton is rapidly funnelled from the surface
towards the low-energy center of the nanoparticle it would then be effectively protected
from the aqueous environment.

The individual nanofibre aggregates identified from the coarse-grained P3HT con-
figurations all show some degree of order, but are never perfectly crystalline. Several
structural motifs are observed, similar to what has been reported previously in both
computational work and single-molecule spectroscopic experiments on conjugated poly-
mers.86,187,188,217,317 Notable extremes are “hairpin”-type structures, with regular, linear
folding of chains like that shown in Figure 4.1c, and “helices” with a more cylindrical
stacking of the chains. To investigate whether these structural differences impact the
simulation results, the individual aggregates were isolated using the clustering algo-
rithm described above and sorted using a measure of static anisotropy defined by86

rs = 1
na

∑
i

cos2(θi), (4.14)

where θi is the angle between the transition dipole moment vector on monomer i and
the sum of transition dipole moment vectors of all monomers in the aggregate and
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Figure 4.11: Experimental and simulated fluorescence anisotropy. The measured wave-
length is that of the respective fluorescence peak of the sample for both experimental and
simulation data (570 nm for free chains and 600 nm for the nanofibres).

na is the number of monomers in the aggregate. The top and bottom ∼30% most
anisotropic aggregates were then designated as “hairpins” and “helices”, respectively,
and exciton transport simulations carried out for each group separately. No significant
differences between the simulation results was observed, with the exception of the
fluorescence anisotropy data shown in Figure 4.11b. This difference is expected, as
the helical aggregates are more isotropic by definition and should result in greater
depolarisation of fluorescence as exciton hopping occurs. Interestingly, fitting of the
anisotropy decays in Figure 4.11a and Figure 4.11b (Supporting Information) shows
that the rate of depolarisation is similar in both forms of nanofibres as well as in the
free chains (∼7 ps), with only the magnitude of the final depolarisation differing. This
result is consistent with experimental observations, in which there is little difference
between the depolarisation rates of free chains and nanofibres, and although the decay
time constants are shorter than those of the simulation (∼2 ps), they are of the same
order of magnitude.

The similarity in the rates of depolarisation is initially unexpected considering the
greater mobility of excitons in the nanofibres than in the free chains (Figure 4.5). A
comparison of the rate of depolarisation with that of exciton diffusion is given in the
Supporting Information. The simulations indicate that excitons in nanofibres move
on average 40% further than those in free chains for the same amount of fluorescence
depolarisation. This result can be rationalized by considering that although excitons
undergo more hops and travel further in the nanofibres, the ordered alignment of the
chains acts to better preserve the direction of the transition dipole moment. The
end result is a similar rate of fluorescence depolarisation in nanofibres and free chains
despite the higher exciton diffusion rate in the nanofibres. Note that in both the
simulation and experimental data the rates of depolarisation are consistent with those
previously attributed to exciton energy-transfer processes.232,234,310

The experimental fluorescence anisotropy data in Figure 4.11 show ultrafast depo-
larisation occurring in both the free chains and nanofibres on a time scale of < 100 fs,
below the response time of the instrument. This differs from the simulation data,
in which the anisotropy has an initial value of 0.4, indicating perfect correlation of
the excitation and emission polarisations. Ultrafast fluorescence depolarisation is rou-
tinely observed in conjugated polymers,234,271,318 and has been attributed to geometri-
cal changes in the polymer due to the strong coupling between the electronic and the
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nuclear degrees of freedom.1,319 Correspondingly, relaxation of the initially generated,
delocalized states (QEESs) to more localized ones (LEGSs) occurs on the time scale of
the nuclear motion, causing rapid change in the direction transition dipole moment as
the wavefunction evolves over the disordered chain.95,320

The absence of the ultrafast depolarisation effect in the simulation data highlights
some deficiencies in the model. While the higher energy eigenstates of eq 4.1 (QEESs)
contribute to the simulated absorption spectrum (Figure 4.4), it is only the LEGSs that
are selected for excitation during the Monte Carlo hopping simulation since, as stated
previously, the QEESs rapidly relax to the LEGS with maximum wavefunction over-
lap. Implementing this behaviour would account for some proportion of the ultrafast
fluorescence depolarisation. An additional contribution to the ultrafast depolarisation
may be due to delocalisation of the initially formed exciton across adjacent chain seg-
ments, another effect that is not considered in the simulation model. This could also
account for the slightly greater magnitude of depolarisation seen in the experimental
nanofibre data, in spite of the nanofibres having greater structural order than the free
chains. The lack of these ultrafast depolarisation effects in the model is not expected
to affect the longer time-scale exciton dynamics that is more relevant for energy trans-
fer in organic electronic devices. However, the contribution of geometrical changes to
the fluorescence depolarisation are harder to quantify as the coarse-grained molecular
dynamics that provides the polymer geometry is decoupled from the simulation of the
exciton. A static polymer conformation over the lifetime of the exciton is clearly not
entirely realistic, but attempting to closely couple the exciton behaviour and the molec-
ular dynamics would require extreme computational costs that would limit application
of the model to small system sizes.

Conclusions
In summary, we have used accurate coarse-grained molecular dynamics simulations to
generate large, 100-chain systems of regioregular P3HT in two contrasting solvent envi-
ronments made by modifying the implicit solvent model. Free chains characterized by
an extended, disordered conformation were produced in a good solvent and were well
isolated in a dilute solution. A marginal solvent and polymer concentrations between
∼0.1 and 2.0 wt% resulted in the formation of nanofibre-like aggregates, which exhib-
ited a semicrystalline microstructure. From these systems, a Frenkel–Holstein exciton
model was then applied to calculate wavefunctions and energies of chromophores, with
parameters derived from quantum chemical calculations. Finally, Monte Carlo simula-
tions of Förster-type exciton migration were performed using the Fermi Golden Rule
with chromophore couplings determined by the line-dipole approximation, in which
point-dipole interactions between monomer transition dipoles are summed.

The results of the simulations provide reasonable quantitative agreement with ex-
perimental steady-state and time-resolved fluorescence data for P3HT nanofibres and
solutions. Simulated exciton diffusion lengths are also in agreement with literature
experimental data. Furthermore, morphology-dependent mechanisms of exciton trans-
port were observed on the molecular level. Notably, exciton transfer through the
nanofibre aggregates occurred generally by interchain hops towards low-energy sites
at the core of the aggregate. These “trap” sites are formed due to the higher level
of crystallinity resulting in more planar chains and longer chromophore conjugation
lengths. This structure-dependent energy funnelling has implications for exciton diffu-
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sion to donor–acceptor interfaces in bulk-heterojunction organic solar cells, particularly
those employing polymer nanofibres, and for fluorescence yields of conjugated polymer
nanoparticles used in fluorescence imaging. Similar rates of fluorescence depolarisation
were observed in P3HT free chains and nanofibres in both experimental and simu-
lation data, in spite of exciton mobility being much greater in the nanofibres. This
phenomena can be rationalized by the fact that the increased order of the chromophore
orientations acts as a counterbalance to help preserve the fluorescence polarisation.

Our methods demonstrate a bridging of the gap between highly accurate atom-
istic quantum calculations and generalized lattice models of conjugated polymers. A
combination of mesoscale models provides realistic polymer conformations and gives
molecular-level detail of exciton transport in conjugated polymers on experimentally
relevant length and time scales.
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Figure 4.12: Transition energies of thiophene oligomers as a function of the inverse number
of monomer units. Transition energies of planar methylthiophene oligomers were computed
using the ZINDO/S method (blue open triangles). The values for the sum of the nearest-
neighbour exciton transfer integral components, (JSE +JDD), and nominal on-site excitation
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distribution at 298 K217 and their transition energies computed using the ZINDO/S method
(black filled trianges). For oligomers of N units, 3(N−1) different structures were generated.
Error bars are 2 standard errors.
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Figure 4.14: Simulated and experimental time-resolved fluorescence of P3HT chains in
solution showing the dynamic red-shift of the fluorescence is captured in the simulation.
500 nm is on the blue side of the emission peak, and 600 nm is on the red side. The differing
shape of the traces indicates the peak undergoes a red-shift over several picoseconds.
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Exciton Migration Preference
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Figure 4.16: (a) Mean squared displacement of the exciton relative to the nanofibre cluster’s
center of mass. (b) Mean chromophore length and planarity of the polymer relative to the
distance from the center of mass of the nanofibre cluster. Planarity is defined as 3

2 cos2 φ− 1
2 ,

where φ is the dihedral angle between monomer units.
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Figure 4.17: Probability heat maps of excitation, intermediate exciton visit, and emission
events on P3HT nanofibre aggregates. A large proportion of chromophores act as absorbing
sites, while only a small number are sites of high intensity emission. These low-energy “trap”
sites are often located at the core, rather than the surface of the aggregate.
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Fluorescence Depolarisation Rates
Single-exponential decay fits of the form A = A0 + B exp(−t/τ) were made to the
simulated and experimental fluorescence anisotropy data over the first 25 ps to extract
the depolarisation time constant, τ . The exciton diffusion coefficient, Dt, was obtained
by a linear fit to the exciton mean squared displacement plot over the first 25 ps. The
quantity 1/

√
τDt provides a measure of the degree of fluorescence depolarisation per

unit distance travelled by the exciton and gives an indication of the rate of fluorescence
depolarisation relative to that of exciton diffusion. The values shown in Table 4.2
indicate that the rate of depolarisation is approximately equal for the free chains and
nanofibres. (Note that the different appearance of the anisotropy traces is therefore
primarily due to the differing amplitude factors, B.) However, the nanofibres show a
significantly faster exciton diffusion rate. As a result, the exciton in nanofibres moves
on average 40% further than that in free chains for the same amount of fluorescence
depolarisation.

Table 4.2: Comparison of fluorescence depolarisation and exciton diffusion rates over the
period of t = 0 to t = 25 ps.

System τ (ps) Dt (nm2 ps−1) 1/
√
τDt (nm−1)

Free chains 6.6 0.45 0.58
Nanofibres (hairpins) 7.1 0.77 0.43
Nanofibres (helices) 7.0 0.77 0.43
Free chains (exp.) 1.5 – –
Nanofibres (exp.) 2.0 – –
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Introduction

In a recent paper, Piland, Burdett, Kurunthu and Bardeen321 (PBKB) present data
from time-resolved fluorescence measurements on amorphous rubrene films and explain
the observed prompt and delayed fluorescence intensities in terms of competing singlet-
fission and triplet-fusion processes. The dynamics of such processes are of interest due
to their relevance to strategies for boosting efficiencies of photovoltaic devices.322 The
rate of crossing between the singlet and triplet manifolds depends on the overlap of the
pure singlet and the triplet-pair state wavefunctions, which itself can be affected by the
molecular orientation and any applied magnetic field. To explain their experimental
results, a hybrid quantum–kinetic model is used to simulate fluorescence decays from
systems of ordered or disordered rubrene molecular pairs. A spin Hamiltonian is con-
structed to describe the interactions of the triplet excitons residing on the molecular
pair and was used to compute the singlet character of each of the nine triplet-pair
states. This quantum-mechanical model of the interactions of triplet excitons and the
influence of an applied magnetic field closely follows the theory pioneered by Merrifield
in the late 1960s.166,203–205 The singlet character of the triplet-pair states is then used in
a system of kinetic equations to simulate the crossings between the singlet and triplet
exciton states, with the fluorescence intensity taken to be proportional to the exciton
population in the pure singlet state at any point in time.

The simulations predict markedly different behaviour for the magnetic-field depen-
dence of the fluorescence intensity for ordered and disordered systems at zero and high
(8.1 kG = 0.81 T) fields: for a model ordered system, the prompt fluorescence increases
with field strength at the expense of the delayed fluorescence due to a reduction in the
number of triplet-pair states with singlet character, whereas for a model disordered
system, the opposite trend is predicted. As only the behaviour of the ordered system
matches the experimental data for the same magnetic fields, it is concluded that sin-
glet exciton migration to ordered regions of the film must occur prior to singlet fission.
These results suggest that measurements of magnetic-field effects on fluorescence decay
dynamics can provide a sensitive probe of molecular-level morphology in systems that
undergo singlet fission.

Although we do not dispute the validity of this interesting method of combining
magnetic fields and spectroscopy to probe molecular ordering, we have identified some
errors in the quantum-mechanical model presented by PBKB, most crucially in the
representation of the pure singlet state in the basis of triplet pair states. The incor-
rect calculation of the singlet character of the triplet-pair states propagates through
to the kinetic model and causes significant qualitative and quantitative discrepancies
between their results and those obtained when the pure singlet is correctly represented.
In particular, for physically reasonable molecular parameters, the corrected model pre-
dicts magnetic-field effects on the fluorescence intensity decays for both ordered and
disordered systems that are consistent with the experimental data. Thus, it cannot be
concluded from the data that singlet exciton migration occurs to ordered regions of the
film prior to singlet fission. Nevertheless, the variation of the spin states with mag-
netic field does differ for ordered and disordered systems, and we identify a regime of
magnetic field strengths much lower (� 0.81 T) than those studied in the experiments
in which the fluorescence decay dynamics relative to zero field should be qualitatively
different for amorphous and ordered regions of a rubrene film.
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Model
It should be noted that the underlying theory presented by PBKB is sound and there-
fore will not be reiterated here in detail. We refer readers interested in the quantum
mechanical theory of interactions of triplet excitons and magnetic fields to the text
in question321 and to previous literature.166,203–205,219,323 Here we simply present the
elements of the theory needed to explain the inconsistencies in the approach used. The
construction of the spin Hamiltonian for an interacting pair of triplets and its matrix
representation in terms of triplet pair states, as well as other minor differences between
our model and that of PBKB, are described in detail in the Supporting Information.

The general form of the spin Hamiltonian is

Ĥtotal = Ĥmagnetic + Ĥzero−field + ĤAB (5.1)

where Ĥmagnetic describes the Zeeman effect of the magnetic field on the triplet pair,
Ĥzero−field is the intramolecular electron spin–spin interaction and ĤAB is the inter-
molecular coupling between the triplets on molecules A and B. The zero-field term
can in turn be decomposed into the individual spin–spin contributions from the two
unpaired electrons on each of the two molecules, A and B:

Ĥzero−field = ĤSSA + ĤSSB (5.2)

The zero-field term for a molecule such as tetracene (which has the same polyaro-
matic backbone as rubrene) in the (x, y, z) coordinate system defined by the molecular
symmetry axes is103,166,324

ĤSS = D
(
Ŝ2
z −

1
3 Ŝ

2
)

+ E
(
Ŝ2
x − Ŝ2

y

)
(5.3)

where D and E are the molecular zero-field splitting parameters.
The pure singlet state |S〉 that can be formed by the pair of interacting triplets is

defined as the eigenstate of the total four-electron Ŝ2 = (ŜA1 + ŜA2 + ŜB1 + ŜB2)2 and
Ŝz = (Ŝz,A1 + Ŝz,A2 + Ŝz,B1 + Ŝz,B2) operators with eigenvalue zero in both cases. Here,
“A” and “B” label the two molecules and “1” and “2” label the two unpaired electrons
on each molecule. Using standard identities for spin operators,325 the singlet state is
readily shown to be

|S〉 = 3−1/2 (|xx〉+ |yy〉+ |zz〉) (5.4)
≡ 3−1/2 (|x〉A |x〉B + |y〉A |y〉B + |z〉A |z〉B) (5.5)

where |xx〉 ≡ |x〉A |x〉B and so on and |x〉j, |y〉j, and |z〉j are two-electron spin states
on molecule j = A or B,

|x〉j = 2−1/2
(
|β1β2〉j − |α1α2〉j

)
(5.6)

|y〉j = i2−1/2
(
|β1β2〉j + |α1α2〉j

)
(5.7)

|z〉j = 2−1/2
(
|α1β2〉j + |β1α2〉j

)
(5.8)

and α and β have their usual meaning as individual up and down electron spins,
respectively, quantised along the z axis.
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The choice of Cartesian axes x, y, and z used to define the singlet state |S〉 is
arbitrary, but it is clear from eqs 5.4–5.8 that the axes must be the same for both
molecules A and B. A convenient choice (which we have made) is to take the coordi-
nate system in which the zero-field term for molecule A, ĤSSA = ĤSS, is diagonal in
the basis {|x〉A , |y〉A , |z〉A}, which corresponds to x, y, and z being aligned with the
molecular symmetry axes of the rubrene backbone. This coordinate system is indicated
in Figure 5.1.

Figure 5.1: Schematic defining the molecular axes of the rubrene pair. The x, y and z
axes correspond, respectively, to the long, short and perpendicular axes of the tetracene
backbone of molecule A, while the primed x′, y′ and z′ axes refer to the corresponding axes
of molecule B, which could be rotated with respect to those of molecule A.

In their paper,321 PBKB appear to use the definition of the singlet state |S〉 given
in eqs 5.4 and 5.5, but in actuality define the singlet state as |S〉 ≡ 3−1/2(|x〉A |x′〉B +
|y〉A |y′〉B + |z〉A |z′〉B) in which the two-electron spin states |x′〉B, |y′〉B, and |z′〉B of
molecule B are defined with respect to the molecular symmetry axes x′, y′, and z′ of
molecule B. As illustrated in Figure 5.1, the coordinate systems (x, y, z) and (x′, y′, z′)
do not coincide in general, and thus the equation above does not in general represent
the pure singlet state produced by the interacting triplet pair (it is not an eigenstate
of the total S2 and Sz operators); it is only the singlet state if the two molecules
are perfectly aligned. This error in the representation of the singlet state leads to an
incorrect calculation of the projection C l

S of each eigenstate ψl of the spin Hamiltonian
(eq 5.1) on to the singlet state,

C l
S ≡ 〈S|ψl〉 = 3−1/2 (〈xx|+ 〈yy|+ 〈zz|) |ψl〉 (5.9)

As a consequence, the rate of crossing between the triplet-pair states and the pure
singlet state, which in the kinetic model depends on the singlet character |C l

S|2 of
each pair state |ψl〉, and the resulting fluorescence decay dynamics are not correctly
computed.

The parameters in eq 5.3 are defined such that x, y, and z axes correspond to the
molecular symmetry axes: for the tetracene parameters used here, x is the long axis,
y is the short axis, and z is perpendicular to the molecular plane. As we have defined
the coordinate system for the interacting molecular pair in terms of the symmetry axes
of molecule A, in eq 5.1 for the total spin Hamiltonian, the zero-field component for
molecule A is ĤSSA = ĤSS, but a rotation operation must be applied to ĤSS to give
ĤSSB , the zero-field component for molecule B, i.e.

ĤSSB = RTĤSSR. (5.10)

where the rotation matrix R uses the three Euler angles that define the sequence of
rotations needed to rotate the axes of molecule A on to the axes of molecule B (see
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Supporting Information). PBKB do not apply any such rotation operation to determine
ĤSSB , because they effectively compute the contributions of molecule A and molecule B
to the total spin Hamiltonian in different coordinate systems.

We diagonalised the total spin Hamiltonian (eq 5.1) in the {|xx〉, |xy〉, |xz〉, |yx〉,
|yy〉, |yz〉, |zx〉, |zy〉, |zz〉} basis of pair states to determine the eigenstates {ψl}, from
which the singlet character |C l

S|2 of each eigenstate is readily determined from eq 5.9,
since 〈γδ|εζ〉 = δγεδδζ . (PBKB instead diagonalise the Hamiltonian in the {|xx′〉,
|xy′〉, |xz′〉, |yx′〉, |yy′〉, |yz′〉, |zx′〉, |zy′〉, |zz′〉}, in which the singlet character of the
eigenstates can only be determined by first applying a rotation operation to the primed
pair states on molecule B.) We then used the singlet character of each eigenstate in a
system of ten differential equations,

dNS1

dt = −
(
krad + k−2

9∑
l=1
|C l

S|2
)
NS1 +

9∑
l=1

k2|C l
S|2N(TT)l (5.11a)

dN(TT)l

dt = k−2|C l
S|2NS1 − k2|C l

Sl|2N(TT)l (5.11b)

which represent the rate of crossing between the triplet-pair states and the pure singlet
state, where k2 is the rate constant for the crossing into the singlet state from the triplet
manifold, k−2 is the rate constant for the reverse process, and krad is the radiative rate
from the singlet state. Equations 5.11a and 5.11b are equivalent to the kinetic equations
used by PBKB321 in which mixing of and decay from the triplet states is considered to
be negligible. For the purposes of comparison, we have also used the same values for
the rate constants:321 krad = 0.06 ns−1, k2 = 0.5 ns−1, and k−2 = 0.5 ns−1.

To simulate the time-resolved fluorescence, the system of equations was solved
numerically to find the populations in the singlet NS1 and triplet-pair N(TT) states, with
the initial condition that all population began in the singlet state. The fluorescence
intensity was then assumed to be proportional to the population in the pure singlet state
at any instant in time. When an ensemble of orientations of the molecular pairs was
simulated, such as in the model of a fully disordered rubrene film, a uniform distribution
of molecular or magnetic field orientations were selected from the unit sphere. For each
unique orientation of the magnetic field or molecular pair, the singlet character and
fluorescence decay kinetics were computed. The final time-resolved fluorescence data
was then determined as the mean of the individual fluorescence contributions from each
molecular pair.

Results and Discussion
To demonstrate the qualitatively and quantitatively different predictions of the two
spin-Hamiltonian implementations, we have first reconstructed the results of PBKB in
ref 321 for reference. Figures 5.2a–c show three scenarios for molecular and magnetic-
field orientations, in which the singlet character of the nine triplet-pair states is shown
to evolve with the strength of an applied magnetic field. Here we have used the method
and parameters described in ref 321. Note that the line plots showing the evolution
of the singlet character of the pair states with magnetic field are equivalent to the bar
charts presented in Figure 5 of ref 321, and the results reproduced here are identi-
cal. The three orientation scenarios are the parallel alignment of the molecules, with
the magnetic field oriented perpendicular to the molecular planes (Figure 5.2a); non-
parallel molecules, with molecule B oriented at 45◦ to molecule A and the magnetic



78 Chapter 5. Modelling of Magnetic Field Effects on Singlet Fission and Triplet . . .

Figure 5.2: (a–c) Reproduction of the singlet-projection plots in Figure 5 of PBKB321

showing the evolution of the singlet character of each of the nine possible triplet-pair states
with magnetic field strength for (a) parallel molecules and magnetic field perpendicular to
the molecular planes, (b) second molecule now orientated at 45◦ to the first, which has its
plane perpendicular to the magnetic field, and (c) a random orientation of molecules and
magnetic field direction. (d–f) Analogous plots using the model and parameters described in
this work.

field oriented perpendicular to the plane of molecule A (Figure 5.2b); and a model of
a randomly oriented system constructed from the average of 104 combined molecular
and magnetic field orientations (Figure 5.2c).

In the first case of the ordered system, the parallel molecular pair naturally share
their symmetry axes (x, y, and z coincide with x′, y′, and z′, respectively) and there is
no difference between the definitions of the basis vectors or singlet state of PBKB and
those presented in this work. There is also no need to apply the rotation operation
(eq 5.10). Consequently, the results in this case are a textbook example of the expected
behaviour of the system, in which the number of pair states with singlet character evolve
from three at zero-field to two towards the high-field limit.166,205,323,326 The second
scenario with the molecules aligned at 45◦ introduces asymmetry into the system. In
this situation it is expected that even at zero magnetic field there should be some mixing
of the spin states and consequently more than three of the triplet-pair states should
show singlet character. This is in accord with the fact that the singlet character of pair
states |γδ′〉 of unaligned molecules, where γ and δ span the x, y, and z molecular axes,
is 1

3 cos2 θγδ′ , where θγδ′ is the angle between the axes.327 This behaviour is not observed
in Figure 5.2b, with the zero-field result identical to that for parallel molecules. The
fully disordered system shown in Figure 5.2c was constructed from the average singlet
character of many molecular orientations and thus should be expected to show a high
degree of spin mixing at zero field.328 Again the results at zero field are identical to
that for the parallel molecules, highlighting that the incorrect definition of the overall
singlet state by PBKB and consequent lack of the rotation operation on the zero-field
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term effectively locks the molecular pair in an identical orientation when evaluating
the spin eigenstates.

Figures 5.2d–f show the identical three scenarios for molecular and magnetic field
orientations as in Figures 5.2a–c, but the results were this time calculated using the
model and parameters presented in this work. In the case of the ordered system
with parallel molecules (Figure 5.2d), three states show singlet character at zero field,
tending to two at high magnetic field strengths as expected. In the case of molecules
at 45◦ (Figure 5.2e), four states show singlet character at zero field, indicating the
model successfully exhibits the effect of the introduced asymmetry of the molecular
orientations. With the application of a magnetic field the spin states are mixed further,
resulting in eight states with singlet character. For the completely disordered system
(Figure 5.2f), on average all nine of the triplet-pair states show singlet character for all
magnetic field strengths shown. This behaviour is also seen in the disordered system
from PBKB (Figure 5.2c) when a magnetic field is applied.

Note that these disordered scenarios were modelled by averaging the singlet pro-
jections over many molecular and magnetic field orientations and that one individual
choice of orientation will not cause all nine states to show singlet character simultane-
ously. Rather, the different orientations will cause the singlet character to be displayed
in various subsets of the pair states and it is the averaging process, coupled with the
arbitrary eigenstate ordering that is output from the matrix diagonalisation algorithms
used, which acts to give the appearance of a uniform distribution of the singlet charac-
ter as shown. In terms of physical observables such as the time-resolved fluorescence,
it is not the average singlet character that is important, but the singlet character of
the pair states of each molecular pair that contributes to the fluorescence. The further
implications of this averaging process on the simulated time-resolved fluorescence data
are discussed below.

In the scenarios shown in Figure 5.2, the magnetic fields are in the mT range,
so the systems are not yet in the high-field regime in which the magnetic term of
the Hamiltonian dominates the zero-field term. To further illustrate that the model
of PBKB does not behave qualitatively correctly, while ours does, in Figure 5.3 we
have compared the evolution of the singlet character of the triplet-pair states with
magnetic field strength up to very high (100 T) fields. At sufficiently large fields, the
orientation of the molecules should become irrelevant as the alignment of the spins is
determined solely by the magnetic field orientation. In this example, the two molecules

Figure 5.3: Illustration of the behaviour of (a) the model of PBKB321 and (b) our model in
the approach to the high-field limit, where only two pair states are expected to show singlet
character.166,204,323 Molecules are oriented at β = 90◦ with an arbitrarily oriented magnetic
field (θB = 291◦, φB = 15◦). (See Supporting Information for definition of angles.)
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Figure 5.4: Simulated normalised fluorescence intensity decay for parallel or randomly ori-
ented molecular pairs at zero or 0.81 T magnetic field strength for (a) the model of PBKB321

and (b) our model.

were oriented at 90◦ so that the corresponding triplet eigenstates of the two molecules
would be orthogonal at zero-field. An arbitrary magnetic field orientation was selected
at random. Figure 5.3b shows that our model gives the expected two pair states with
singlet character at high field,166,204,323 while the model of PBKB incorrectly gives
eight pair states with singlet character and no visible evolution of the states beyond
intermediate field strengths.

We now turn to the simulation of the time-resolved fluorescence for the rubrene
films. Again, we have first reconstructed the simulated results of PBKB321 for reference.
To model the disordered system with randomly oriented molecules, the average of many
molecular and magnetic field orientations were used as described above. A parallel
molecular pair was used to model an ordered rubrene film system, with the average
of many magnetic field orientations used to simulate the random alignment of the
molecular pairs relative to the plane of the film. For each system, a single magnetic field
strength of 0.81 T was simulated and compared with the zero-field case, matching the
experimental conditions.321 The predicted singlet character of the pair states was used
in the kinetic equation system (eq 5.11a and b) to produce the simulated fluorescence
decays shown in Figure 5.4a. For the disordered randomly oriented system, PBKB
predicted that the application of the magnetic field acts to decrease the intensity of the
prompt fluorescence compared with zero-field. The ordered, parallel system shows the
opposite behaviour, with an enhancement of the prompt fluorescence in the presence
of the magnetic field. Note that without the magnetic field the behaviour for both
the ordered and disordered systems are identical due to the lack of rotation in the
zero-field term of the Hamiltonian, meaning the same singlet projections C l

S are input
to the kinetic equations in each case. The different fluorescence decays are explained
by noting that for the randomly oriented case, PBKB predict that three triplet pair-
states show singlet character at zero-field, increasing to nine with the application of the
magnetic field (Figure 5.2c). With a larger number of dark triplet states in which the
excited population can “hide”, the population of the radiative singlet state is reduced at
early time scales. In the ordered case, the number of pair states with singlet character
evolves from three to two with the magnetic field (Figure 5.2a). Fewer triplet-pair
states at high magnetic field leads to more of the excited state population being in the
radiative singlet state. As only the behaviour of the ordered, parallel system matched
their experimental data, PBKB excluded the possibility of singlet fission occurring from
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disordered sections of the rubrene film and concluded that singlet exciton migration to
localised regions of order must occur prior to singlet fission.

Figure 5.4b shows the simulated fluorescence decays for the same ordered and disor-
dered systems described above, but using the model described in this work to compute
the singlet character of the triplet-pair states prior to use in the kinetic equations. In
the absence of the magnetic field, the ordered system of parallel molecules and the
disordered, randomly oriented molecules show different behaviour, in contrast with the
data shown in Figure 5.4a. With a magnetic field applied, both the ordered and dis-
ordered systems exhibit an enhancement in the prompt fluorescence intensity. This
result can again be explained in terms of the number of triplet-pair states displaying
singlet character. With the ordered system of parallel molecules, the result is the same
as shown in Figure 5.4a, as the definition of the overall singlet state is the same and no
rotation of the zero-field terms in the spin Hamiltonian is required. For the disordered
system of randomly orientated molecules, however, the number of pair states with sin-
glet character evolves from ≈5 at zero field to ≈3 with the application of the 0.81 T
magnetic field. As both the ordered and disordered systems show a reduced number
of pair states with singlet character when the magnetic field is applied, so too do they
both show an increase in the prompt fluorescence intensity. Critically, this indicates
that the parallel and randomly oriented systems replicate the trend seen in the exper-
imental data, and so it is plausible that singlet exciton fission does occur throughout
the disordered regions in the film, eliminating the requirement of exciton migration to
sites of localised order prior to fission events put forward by PBKB in their work.321

Nevertheless, our model does predict a regime of magnetic field strengths substan-
tially lower than that studied experimentally by PBKB in which the time-resolved
fluorescence from ordered versus disordered rubrene films may be expected to be qual-
itatively different. Figure 5.5 shows the simulated fluorescence intensity relative to
the zero-field intensity at short times for several magnetic field strengths for the same
systems of parallel or disordered molecules studied in Figure 5.4. So a positive value
indicates that the prompt fluorescence intensity is enhanced compared with the zero-
field case, while a negative value indicates that it is diminished. (The simulated curves
over longer time scales are given in the Supporting Information.) As already shown
in Figure 5.4b, the prompt fluorescence is enhanced compared with zero field for both
the ordered parallel and disordered random systems at a magnetic field strength of
0.81 T. On the other hand, at a low field strength of 0.02 T, the prompt fluorescence is
diminished compared with zero field for both systems as the field spreads the singlet
character over a larger number of “dark” triplet pair states. But the rate at which the
pair states are mixed by the field differs for the ordered and random systems and so
at an intermediate field strength of 0.1 T, the two systems display opposite behaviour,
with the prompt fluorescence enhanced relative to zero field for the random system,
but diminished for the ordered, parallel system. Thus, we suggest that repeating the
experiments at 0.1 T instead of 0.81 T may reveal whether singlet fission indeed occurs
from the ordered rather than disordered regions of a rubrene film.

Finally, we note that for the simulated scenarios shown in Figures 5.4b and 5.5
we computed the singlet character of the triplet-pair states for each combination of
molecular and magnetic field orientation, which were then used separately as input to
the kinetic equations. The simulated fluorescence was thus determined as the average
of the fluorescence over each individual molecular pair in the system, which physically
describes how the emission from each molecular pair contributes to the total measured
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Figure 5.5: Simulated normalized time-resolved fluorescence intensity with application of
a magnetic field relative to zero field for parallel or randomly oriented molecular pairs at
several field strengths.

fluorescence. This method contrasts with that described by PBKB,321 who calculated
the average of the singlet projections for the entire ensemble and used this average
singlet character in the kinetic equations. We have shown in Figure 5.2f that averaging
the singlet character over the many orientations overestimates the number of pair
states showing singlet character. A figure demonstrating the effect of the two different
averaging methods on the simulated fluorescence data is shown in the Supporting
Information.

Conclusions

In summary, we have identified errors in the quantum-mechanical model used by PBKB
to simulate time-resolved fluorescence decays from amorphous rubrene films. In par-
ticular, the incorrect representation of the overall singlet state and thus the singlet
character of the triplet-pair states leads to significant qualitative and quantitative er-
rors in the simulated effect of an applied magnetic field on the evolution of the singlet
character and fluorescence. PBKB’s simulation results led to the conclusion, which we
have demonstrated is not substantiated by a more accurate model, that singlet exciton
migration must occur in disordered rubrene films to regions of localised order prior to
singlet fission. Nevertheless, we show that time-resolved fluorescence experiments at
lower magnetic fields than those studied by PBKB may be able to distinguish between
singlet fission from ordered or disordered regions of a rubrene film, supporting their
suggestion that measurements of magnetic-field effects on fluorescence decay dynamics
can provide a sensitive probe of molecular-level morphology in systems that undergo
singlet fission.

Acknowledgements

We thank Timothy Schmidt, Andrew Danos, Simon Blacket and Louis Ritchie for
fruitful discussions.



Supporting Information 83

Supporting Information

Spin Hamiltonian for the Triplet Pair State
Complete description of the spin Hamiltonain for singlet to triplet–triplet interaction
is given in Section 2.2.3.

Additional Notes on PBKB Hamiltonian

Piland, Burdett, Kurunthu and Bardeen (PBKB)321 incorrectly use a plus instead of a
minus sign in the first term of eq 5.3 for the single-molecule zero-field component of the
spin Hamiltonian. This does not change the eigenstates but shifts all the eigenvalues
up by 4D/3. (However, in the Hamiltonian matrix in the Supporting Information of
their paper,321 only one of the eigenvalues, corresponding to the |z〉 state, is shifted.)

The Hamiltonian matrix in the Supporting Information of the paper by PBKB321

has the opposite sign for all terms in the above matrix involving the y-component of
the magnetic field. This is equivalent to using a left-handed coordinate system rather
than the conventional right-handed coordinate system that we have assumed here (i.e.
the y axis points in the opposite direction to the conventional direction).

In PBKB,321 the zero-field splitting parameters D = −6.2× 10−3 cm−1 and E =
2.48× 10−2 cm−1 for crystalline tetracene324 are used, even though there are two tet-
racene molecules per triclinic unit cell329 and the axes in eq 5.3 are then defined by the
crystal unit cell. The molecular parameters for tetracene (obtained from EPR experi-
ments),324 D = 5.2× 10−2 cm−1 and E = −5.2× 10−3 cm−1, which differ substantially
from the crystal parameters, are more appropriate when considering the triplet spin
interactions between molecular pairs as a function of relative molecular orientation.
Thus, we have used the molecular parameters in our work. PBKB note that identical
results were obtained when using the tetracene molecular parameters, but we believe
that this may be an artefact of the incorrect calculation of the zero-field term in the
Hamiltonian (see Figure 5.6).
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Figure 5.6: Effect of using the crystalline instead of molecular zero-field splitting parameters
on the singlet character of the triplet pair states. The molecular and magnetic field orientation
scenarios (a), (b) and (c) are identical to those in Figure 2 of the main text. The spin-
Hamiltonian model of PBKB321 was used with the parameters D = 5.2× 10−2 cm−1 and
E = −5.2× 10−3 cm−1 from molecular tetracene,324 gβ = 5 cm−1 T−1 and X = 10−4 cm−1.

Given the g-factor of 2.002324 and the Bohr magneton of 0.4669 cm−1 T−1, gβ =
0.9338 cm−1 T−1 ≈ 1 cm−1 T−1. Both this value and a value of 5 cm−1 T−1 are men-
tioned by PBKB.321 We were only able to reproduce their results with gβ = 5 cm−1 T−1,
as shown in Figure 5.7.
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Figure 5.7: Effect of the gβ magnetic parameter on the singlet character of the triplet pair
states. The molecular and magnetic field orientation scenarios (a), (b) and (c) are identical to
those in Figure 2 of the main text. The spin-Hamiltonian model of PBKB321 was used with
the parameters D = −6.2× 10−3 cm−1 and E = 2.48× 10−2 cm−1 for crystalline tetracene
and X = 10−4 cm−1. Here, the literature value324 of gβ = 1 cm−1 T−1 for tetracene was used.
The results shown in Figure 5 of PBKB321 could only be reproduced using gβ = 5 cm−1 T−1.
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Figure 5.8: Simulated normalised time-resolved fluorescence intensity using our spin-
Hamiltonian model and parameters showing the effect of the magnetic field on the proportions
of early and delayed fluorescence. The same parameters used by PBKB321 were employed in
the kinetic model. Both the (a) ordered system of parallel molecules and (b) disordered sys-
tem of randomly oriented molecules give the same qualitative behaviour compared with the
zero-field case at the lowest and highest magnetic field strengths. At the lowest field strength
(red dashes) the magnetic field helps to distribute singlet character across the triplet-pair
states, decreasing the prompt fluorescence intensity and enhancing the delayed fluorescence.
At the highest field strengths (green dots) the magnetic field forces the alignment of the spins,
reducing the number of triplet-pair states with singlet character and increasing the prompt
fluorescence intensity. Our simulations predict an intermediate magnetic field strength (blue
dash-dot) at which the ordered and disordered systems will display opposite behaviours.
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Figure 5.9: Comparison of simulated fluorescence decays using two alternate averaging
methods when multiple molecular and/or magnetic field orientations are involved, in this case
for the disordered system. The method used in PBKB321 averaged the singlet projections
(SP) for all orientations prior to use in the system of kinetic equations. In this work, we used
the singlet projections of each individual orientation as input to the differential equations
and subsequently average the simulated fluorescence (flu.). This method more accurately
models the physical processes that determine the measured fluorescence; specifically, each
molecule pair undergoes emission that contributes to the fluorescence intensity, but at a rate
that differs for each pair and depends on the molecular configuration and orientation with
respect to the magnetic field. As described in the main text, the process of averaging the
singlet projections can act to artificially spread the singlet character over all nine triplet-pair
states and consequently underestimates the intensity of the prompt fluorescence.
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Abstract

Solar cell efficiency may be improved through integration of an upconverting layer
to facilitate harvesting of sub-bandgap photons, for example through a solution-based
process of sensitised triplet–triplet annihilation upconversion (TTA-UC). Molecular dy-
namics (MD) simulations of emitter molecules are coupled with a quantum mechanical
description of disordered triplet–triplet spin interactions to investigate the influence of
diffusion rate, molecular shape, and collision geometry on the upconversion efficiency.
The qualities of a good emitter molecule are discussed. Close contact of the polyaro-
matic core of the emitters is found to be the primary influence of annihilation efficiency,
followed by diffusion rate and finally molecular orientation during collisions. A dynamic
model of the triplet pair interaction reproduces behaviour observed in solution-phase
experiments, where magnetic fields have an exclusively negative effect on TTA-UC. In
contrast, the use of a static molecular arrangement predicts an enhancement in TTA-
UC with intermediate field strengths, replicating results from solid-state experiments.
Using the explicit emitter trajectories obtained from the MD simulations, the model
shows that the motion of the triplet-pair during a collision is sufficient to cause signif-
icant mixing of the spin states. By inducing spin alignment, applied magnetic fields
result in exclusively negative effects on upconversion efficiency by decreasing the rate
of this mixing.

Introduction

Solar power offers a scalable and sustainable means to meet society’s ever increasing
demand for energy, with solar irradiance of the Earth’s surface exceeding the world’s
power usage by several orders of magnitude.330 Currently silicon-based photovoltaic
cells provide the majority of solar electricity production, and economies of scale in man-
ufacturing have reduced their cost-per-watt significantly in recent times. However, to
become a viable option, the deployment of photovoltaics on the terawatt-scale requires
further improvements to this ratio. Many next-generation technologies are emerging
that hope to achieve the ideal of cheap, easily manufactured photovoltaics using non-
toxic and readily available materials.55,331 Regardless of the specific technology, any
solar cell using a single band gap is intrinsically limited in efficiency to approximately
33% due to the nature of the solar spectrum, as described by the Shockley–Quiesser
limit.56 The primary factor is that the band gap of a single-junction cell can never be
tuned to capture the full energy of the solar spectrum. Photons with energy greater
than the band gap are absorbed, but excess photon energy cannot be converted to
electrical power and is lost as heat. If the photon energy is lower than the band gap,
the cell is simply unable to harvest it, thus these wavelengths are transmitted to be
absorbed or reflected by the inactive substrate. Currently this limitation is overcome
by layering multiple cells tuned to different parts of the spectrum, but such multi-
junction cells are more expensive and difficult to produce. An alternative approach is
to instead tune the spectrum of the incident light through the addition of a conver-
sion layer. Upconversion combines the energy of two low-energy photons to create a
single, higher-energy photon, while downconversion describes the splitting of a high-
energy photon in to two lower-energy photons. Such processes are readily achievable in
the laboratory using nonlinear optics with high-intensity laser light, but this approach
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does not work with unconcentrated sunlight. In this case, upconversion can instead be
achieved through a photochemical process, whereby a long-lived triplet state acts as
an intermediate energy store.

TTA-UC uses a blend of sensitiser and emitter molecules. The sensitiser is required
to absorb the low-energy wavelengths and rapidly enter its triplet state via intersystem
crossing; typically a metalloporphyrin is used, but pure organic molecules have also
been demonstrated.170,332 Emitter molecules generally contain a polyaromatic struc-
ture, the ideal having a T1 state half the energy of S1, and its T2 state greater than
the S1 energy. Triplet energy transfer from an excited sensitiser causes a ground-state
emitter to be excited directly to its triplet state. In a solution-phase system such as
those discussed herein, this occurs through collisions between sensitiser and emitter
molecules. Colliding pairs of excited emitter molecules may then undergo triplet–
triplet annihilation (TTA) to form a variety of products. One possible product has an
emitter returning to the ground-state while the other enters the higher-lying S1 state.
Fluorescence from the singlet excited state is spin-allowed thus occurs rapidly, emit-
ting a photon of greater energy than those absorbed by the sensitiser. Solution-based
TTA-UC systems are the most common and are the focus of this work,168,169,206–209 but
recently a variety of solid-state examples have been demonstrated based on integrating
the sensitiser and emitters into systems such as polymer matrices, nanoparticles or
metal-organic frameworks.333–335 Triplet diffusion mechanisms and molecular freedom
will vary in the solid-phase, but much of the theory discussed here applies equally to
solid-state systems.

Given a pair of uncorrelated triplet emitters, annihilation should be naively ex-
pected to give a choice of nine products with equal probability; one singlet, three
triplet and five different quintet states. Experimentally, yield of the desired singlet
product has been observed to exceed 1/9, indicating that the singlet, triplet and quin-
tet decay pathways are not equally accessible due to energy-level mismatches or other
influences.336 Emitter molecules are generally non-spherical, so the relative orientation
of collisions in solution will not be completely uncorrelated. Alignment of the spins
comprising the triplets will be influenced by the orientation of the individual molec-
ules, thus the specific geometry of the emitter collisions should be expected to affect
the total spin character of the triplet-pair and the resulting distribution of products.
Further, as magnetic fields will also act upon the alignment of the spins, the efficiency
of TTA-UC will additionally display dependence on any applied magnetic field.

In crystals of polyaromatic molecules such as anthracene, competing singlet fission
and triplet fusion processes result in a delayed fluorescence phenomenon which dis-
plays significant dependence on the magnetic field strength and orientation relative to
the crystal planes.204 More recently, in a TTA-UC system consisting of a sensitised
film of diphenylanthracene, an 11% enhancement of upconversion was measured when
a ∼50 mT magnetic field was applied. The theory of triplet–triplet interactions has
been studied extensively, notably by Merrifield 205 and Suna 337 circa 1970, with a com-
prehensive overview provided by Swenberg and Geacintov.166 These orientational and
field strength dependencies can be well described using Merrifield’s theory, based on a
quantum mechanical description of the spin interactions.

The idea that the upconversion process could be enhanced through engineering
emitter molecules that encourage favourable interaction geometry and by the applica-
tion of magnetic fields is clearly appealing. Although positive magnetic field effects
on triplet fusion has been observed in low-temperature solutions,338 the influence of
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magnetic fields at room temperature appears to be exclusively negative.209,328,339 Re-
cently, the dependence on solvent and solvent viscosity in a sensitised TTA-UC system
has been reported, in which higher viscosity was shown to assist the triplet fusion pro-
cess under some conditions.340 The contrasting magnetic field effects for solid versus
solution-based systems has been explained by a process of spin relaxation facilitated by
the rapid rotational motion of the emitter molecules.341,342 To date, attempts to model
the solution behaviour have relied on some significant assumptions. Atkins and Evans
derived an analytic model of the magnetic field dependence by reducing the physical
description of the emitter molecules to their bulk translational and rotational diffusion
rates, with spin relaxation introduced through the use of Redfield’s theory of spin re-
laxation.341–343 Others have either depicted the relative molecular orientations during
triplet-pair collisions as a static sandwich arrangement, or as completely uncorrelated
interactions through an average of all possible orientations.328,340,344

In this work, we examine in detail two different emitter molecules to determine
the characteristics which influence effectiveness as an emitter in a solution-based TTA-
UC system. We focus only on the behaviour of the excited emitter pairs and do not
consider the sensitisation step in this study. Rubrene and perylene are chosen as two
commonly used emitters,171 with sufficiently different size and structure for comparison.
For the first time, MD simulations are performed of the emitters in explicit solvent
to investigate the collisional dynamics explicitly, examining in particular the effect
of intermolecular correlations during collisions that have previously been ignored in
theoretical models of solution based TTA. The trajectories provide collision rates and
durations, as well as representative geometry of the emitter pairs during the entirety
of each interaction. To simulate the yield of the desired singlet product from the TTA
process, we employ a spin Hamiltonian derived previously to describe triplet–triplet
interactions with arbitrary molecular and magnetic field orientations.3 The influence
of diffusion rate, shape and collision geometry as well as energy levels are addressed.
Magnetic field effects on the TTA-UC process in solution are modelled with a novel
technique that demonstrates the mechanism of spin relaxation using only the explicit
orientations of the emitter molecules during interaction events, without requiring the
inclusion of relaxation terms. Finally, the results are discussed as a whole in the context
of the rational design of the ideal emitter molecule.

Computational Methods

Molecular Dynamics
Molecular dynamics simulations were performed with the LAMMPS molecular dynam-
ics simulation package,345–348 using interaction parameters from the all-atom optimised
potentials for liquid simulations (OPLS-AA) force field and enforcing periodic bound-
ary conditions to simulate a bulk solution.211–216 Bond lengths of the minimum-energy
geometries of toluene, rubrene and perylene were determined using density functional
calculations at the CAM-B3LYP/6-31G** level with D3 dispersion corrections in the
TeraChem quantum chemistry package.349,350 The ground-state geometry of the emitter
molecules was assumed throughout the simulations as full quantum mechanical treat-
ment of the dynamics of condensed-phase systems such as these is computationally un-
feasible. After energy minimisation of the molecular systems using LAMMPS and the
OPLS-AA force field, bond lengths were on average within ∼1% of those found from the
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quantum calculations. A Nose–Hoover thermostat and barostat was used to simulate
constant temperature and pressure conditions (NPT ensemble).351 Long-range electro-
static interactions were computed using the particle–particle particle–mesh (PPPM)
method.352,353 Carbon–hydrogen bond lengths were constrained with the SHAKE al-
gorithm.354 Simulation parameters are given in the Supporting Information.

Toluene

Systems of 1000 toluene molecules were simulated at a pressure of 1 atm and temper-
ature of 200 K or 295 K. Molecules were initially placed in a face-centred-cubic lattice
arrangement inside a cubic box with side lengths of 80Å and then allowed to equili-
brate over a period of 10 ns, reaching an average volume of 160.3 nm3 and 179 nm3 for
the 200 K and 295 K systems, respectively. The simulation was then run for a further
8 ns, using a 2 fs integration timestep.

Rubrene or Perylene in Toluene

Systems of 20 emitter molecules (rubrene or perylene) with 8000 toluene molecules were
simulated at temperature of 295 K and pressure of 1 atm. An additional simulation of
rubrene in toluene was also performed at 200 K. Emitter and solvent molecules were
placed randomly in a cubic box with side lengths of 150Å. Overlapping atoms were
first separated by performing a simulation using a soft potential force field and then the
systems were allowed to reach their equilibrium volume by running the NPT ensemble
over a period of approximately 3.5 ns. Final average simulation box sizes were 1294 nm3

and 1451 nm3 for rubrene in toluene at 200 K and 295 K respectively, equivalent to a
concentration of 25.7 mmol L−1 and 22.9 mmol L−1. For perylene in toluene, the final
average box size of 1443 nm3 equated to a concentration of 23.0 mmol L−1. The NPT
simulation was then run for a further 150 ns for the systems at 295 K and 200 ns for
the perylene system at 200 K, with an integration timestep of 2 fs.

Collision Counts, Durations and Orientations

Collision ranges for pairs of emitter molecules were identified from local maxima ob-
served in plots of the radial distribution functions (RDFs). Due to the non-spherical
nature of the molecules, these plots showed multiple maxima that correspond to differ-
ent favourable orientations of the two molecules. Over the course of the MD simulations
the number of collisions at each range were counted to determine the rate of associa-
tion for pairs of molecules. A collision at a particular range was counted if the pairs
of molecules entered that range from a greater distance. Once a collision was reg-
istered, any interaction between that pair of molecules was not again counted as an
additional collision until they separated by at least a distance of twice the molecular
length (19.2Å for perylene and 27.2Å for rubrene). A collision counted at an inner
range did not also count as a collision at any longer ranges. For each collision detected,
the inverse of the mean duration that the emitter pair remained within the collision
range was used to determine the rate of dissociation of the molecules. To eliminate
overestimation of the collision counts due to small, stochastic motions of the emitters,
a moving-window time average of the molecular separations was used. The window
size of 2w + 1 was selected so that a unit increase in w resulted in a 0.1% reduction
in the total collision counts (w = 190 timesteps for perylene and w = 360 timesteps
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for rubrene). In this way, the choice of window size then has minimal effect on the
measured collision rate. For each simulation timestep a plane was fitted to each emitter
molecule and the Euler angles that describe the relative orientation of the molecules
were determined. The relative positions of the centres-of-mass of the molecules was
also computed in the coordinate system defined by the symmetry axes of one of the
molecules. The Euler angles and spherical polar coordinates used to describe the rel-
ative orientation and position, respectively, of the molecules are defined graphically in
the Supporting Information. Relative orientations and positions of the molecules were
collected for each timestep in which the molecular pair were in the approach phase of
a collision. Randomly selected subsets of these collision geometries were used for the
later TTA-UC simulation calculations.

Triplet–Triplet Annihilation Rates
Triplet–triplet interactions have been a focus of much study, originating with the theory
proposed by Merrifield on triplet exciton interactions and the effect of applied magnetic
fields.203–205 Typically, two general approaches are used, though both are based on
the identical quantum mechanical description of spin–spin interactions. Where the
annihilation rate is fast compared to the motion of the triplets, a static method is
applicable and can predict some of the experimentally observed magnetic field effects
in molecular crystals and thin films.323,355 Conversely, when the motion of the molecules
is comparable to the annihilation rate, an extension of the model can account of the
dynamic interactions between the molecules and magnetic field.204,328,337,341,342,344 In
this work, we calculate triplet–triplet annihilation rates from the emitter molecule
collision orientations found from the MD simulations using both approaches. While
the static model is useful to isolate and quantify the various individual contributions
to the observed TTA-UC rates, the dynamic model coupled with the explicit molecular
geometries obtained from the MD simulations provides unprecedented clarity of the
spin relaxation mechanisms present in solution.

In a somewhat simplified picture, the interaction of a pair of excited triplet state
emitters 3E* is described by

3E∗ + 3E∗
k1−−→←−−
k−1


1[E···E]∗ kS−−→ 1E + 1E∗
3[E···E]∗ kT−−→ 1E + 3E∗∗
5[E···E]∗

. (6.1)

k1 is the rate of association of the emitters to form an encounter complex [E···E]. Four
products of the encounter complex are assumed to be possible. The pair may simply
dissociate without energy transfer at a rate of k−1, resulting in the emitters remaining
in their original excited triplet states. The mixing of spins will in the triplet pair allow
nine possible combinations of singlet, triplet and quintet states. Statistical probability
would predict that the chance of an excited singlet, triplet or quintet product would
be 1/9, 3/9 and 5/9 respectively, but the probability of these products also depends on
the spin character of the encounter complex, which is affected by the orientation of the
individual emitter molecules and any applied magnetic field, and on the rates of the
various reaction channels in the kinetic scheme above. The development of a quantum
mechanical model for interacting spins of disordered molecular pairs is described in a
previous publication.3 Construction of the Hamiltonian is outlined briefly here with
details given in the Supporting Information.
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Spin Hamiltonian for a Triplet Pair

The Hamiltonian consists of four terms

Ĥ = ĤSSA + ĤSSB + Ĥmagnetic + ĤAB. (6.2)

The zero-field intramolecular spin–spin coupling is given by ĤSS for molecule A and B.
The effect of an external magnetic field is given by the Zeeman term Ĥmagnetic, which
captures the contributions from both molecules. Finally, ĤAB describes the intermolec-
ular dipolar interaction, which depends on the distance between the molecules and their
spatial arrangement. The zero-field splitting parameters D and E that contribute to
ĤSS were taken to be those of molecular tetracene obtained from EPR experiments.324
Rubrene is a substituted tetracene, thus the zero-field splitting parameters should be
similar. Given the absence of experimental data, and that we are most concerned with
comparing the physical characteristics of the emitter molecules on TTA, identical val-
ues were also used for perylene which should be on the correct order of magnitude. The
intermolecular term was taken to be a dipolar interaction (Supporting Information),
as the intermolecular interactions between molecular triplets in polyaromatic hydro-
carbons such as anthracene and tetracene are of this nature.166 We set the parameter
controlling the strength of these interactions to X = |D| and used the relative molecu-
lar orientation and the collision separation distance of the emitter molecules found from
the MD simulations. In this way the influence of the intermolecular interaction term
will be around two orders of magnitude smaller than the intramolecular interactions
at typical collision distances. Because the intermolecular interactions are small com-
pared with the intramolecular and magnetic field interactions, the specific form of the
equation used for these interaction is not very important in terms of determining the
spin eigenstates and energies and the resulting triplet–triplet annihilation rate. These
interactions must be present for triplet annihilation to occur and to split otherwise
degenerate eigenstates, particularly at high magnetic fields.

Static Model

Diagonalising the complete spin Hamiltonian provides the energies and wavefunctions
|ψl〉 of each of the nine possible spin eigenstates l of the encounter complex. Projecting
the wavefunctions on to the pure singlet state3

C l
S = 1√

3
(〈xx|+ 〈yy|+ 〈zz|) |ψl〉 (6.3)

provides the degree of singlet character |C l
S|2 of each pair state, where the molecular pair

spin states |xx〉, |yy〉, |zz〉 . . . are defined in the Supporting Information. Similarly,
the triplet or quintet character can be obtained by the projections on to the pure triplet
or quintet states219

C l
T1 = 1√

2
(〈xy| − 〈yx|) |ψl〉 (6.4)

C l
T2 = 1

2 (〈xz| − 〈zx|+ i (〈yz| − 〈zy|)) |ψl〉 (6.5)

C l
T3 = 1

2 (〈xz| − 〈zx| − i (〈yz| − 〈zy|)) |ψl〉 . (6.6)
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and

C l
Q1 = 1√

2
(〈xx| − 〈yy|) |ψl〉 (6.7)

C l
Q2 = 1√

6
(〈xx|+ 〈yy| − 2 〈zz|) |ψl〉 (6.8)

C l
Q3 = 1√

2
(〈yz|+ 〈zy|) |ψl〉 (6.9)

C l
Q4 = 1√

2
(〈xz|+ 〈zx|) |ψl〉 (6.10)

C l
Q5 = 1√

2
(〈xy|+ 〈yx|) |ψl〉 (6.11)

From the kinetic scheme in eq 6.1, the rate of triplet annihilation resulting in an excited
singlet state γS is then computed using a kinetic equation of the form

γS = k1

9

9∑
l=1

kS|C l
S|2

k−1 + kS|C l
S|2 + kT|C l

T|2
, (6.12)

where |C l
T|2 ≡

∑3
i=1 |C l

Ti
|2. Here we note that the quintet character |C l

Q|2 does not
appear in eq 6.12. In our analysis we ignore the effect of quintet products as the
required two-electron excitations are unlikely to be energetically accessible.323,328 Hence
we set kQ = 0, representing a closed quintet decay pathway as shown in eq 6.1.

As triplet exciton energy transfer (TEET) decreases exponentially with increasing
separation between the molecules,356–358 the rates of annihilation to form the excited
singlet or highly excited triplet species will also be modulated with the intermolecular
distance. For this reason the rate constants for TTA via the singlet kS or triplet
channel kT were modelled by equations of the form k = k0 exp(−kβr). The distance
decay factor kβ = 3.44Å−1 was taken from TEET rates of perylene diimide dimers in
benzene derived from quantum calculations.358 The coefficients kS0 and kT0 were chosen
by fitting to time-resolved experiments of rubrene emitters in toluene (Supporting
Information).359 The same value of kS0 was then also used for perylene, while kT0

was approximated as kS0/100 due to the T2 energy level of perylene lying significantly
higher than S1 compared to the equivalent energy levels in rubrene.360,361

Collisions between pairs of molecules in solution exhibit a variety of orientations
and spatial arrangements that will each result in triplet-pair states with different pro-
portions of singlet |C l

S|2 or triplet character |C l
T|2. Thus, within each collision range

identified for the emitter molecules, a random subset of 500 molecular geometries were
sampled from the MD trajectories. Where magnetic field effects were considered, 500
random magnetic field directions were generated to simulate the arbitrary orientation
of the molecular pairs in solution. Each molecular orientation was coupled with each
magnetic field orientation and used individually as input to the spin Hamiltonian and
kinetic equation. The TTA-UC rate for each collision range was then calculated as
the average TTA-UC rate for 2.5× 105 combinations of molecular and magnetic field
orientations. Note that although the same number of collision geometries were used at
each collision range, the relative frequency of the collisions at each range is expressed
through the emitter association rates k1 obtained from the MD simulations. The final
TTA-UC rate γS was then computed as the sum over all ranges, as a collision at an
inner range is not also counted in any outer ranges. We note that the method used here
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Table 6.1: Parameters used in the TTA-UC simulations.

description value ref.
D molecular zero field splitting parameters 5.2 × 10−2 cm−1 324
E −5.2 × 10−3 cm−1 324
X intermolecular spin–spin coupling coefficient 5.2 × 10−2 cm−1

gβ g-factor times Bohr magneton 0.9338 cm−1 T−1 324
kS0 singlet channel rate constant coefficient 2.66× 1017 s−1 359a

kT0 triplet channel rate constant coefficient (rubrene) 6.25× 1016 s−1 359a

(perylene) 2.66× 1015 s−1

kQ quintet channel rate constant 0 s−1 328
kβ TEET exponential distance decay coefficient 3.44 Å−1 358

a value fitted to referenced experimental data (Supporting Information).

to divide the emitter pair interactions into discrete collision ranges may overemphasise
the influence of the collision geometry at the inner ranges. In a physical system, an
annihilation event at large separation distance will destroy the triplet-pair and preclude
subsequent TTA if the colliding molecules continue their approach. As we are inter-
ested in separating out the various molecular factors that contribute to the TTA-UC
rate, the division of the emitter pair interactions into discrete collision ranges provides
a straightforward means to do so. In addition, any error introduced by this treatment
should be small as the effect of the molecular orientations on the TTA-UC rate is far
outweighed by the influence of molecular separation distance during collisions.

All parameters used in constructing the spin Hamiltonian and kinetic model are
shown in Table 6.1.

Dynamic Model

The kinetic model described by eq 6.12 can reproduce the magnetic field dependence of
TTA-UC in the case of static molecular arrangements such as crystalline materials. Of
particular interest is the enhancement in TTA-UC that is observed with the applica-
tion of intermediate-strength magnetic fields.204,323,355 In the case of high-temperature
solutions, the motions of the excited triplet molecules occur on time scales comparable
to the annihilation rates kS, kT and act as a source of spin relaxation.341,342 This must
be taken into account in order to reproduce the behaviour observed in solution-based
experiments where TTA-UC decreases monotonically with the application of magnetic
fields.209,328,339,340 We employ an extension of the static model that accounts for the time
evolution of the spin interactions over the course of a triplet-pair collision. The model
is based on the spin density matrix approach demonstrated by Johnson and Merrifield
and Suna to consider the effect of exciton mobility in molecular crystals,204,337 and
later used by Avakian et al. and Lendi et al. to describe TTA-UC in solution.328,344
The equation describing the evolution of the spin density matrix ρ is based on the
Liouville equation,

∂ρ

∂t
= k1Γ− i[Ĥ, ρ]− 1

2{ρ,Λ} − k−1ρ, (6.13)

where the square brackets are the commutator and the braces are the anticommutator,
Γ is the generation matrix and Λ is the annihilation matrix. The terms in eq 6.13 are
most conveniently expressed in a basis of the overall pure singlet, triplet and quintet
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states of the triplet-pair using eqs 6.3–6.11. The annihilation term {ρ,Λ} governs the
decay through the singlet, triplet or quintet channels at a rate of kS, kT or kQ respec-
tively. Previous studies using the spin density matrix approach have not explicitly
considered the individual triplet-pair interactions, instead treating the collisional dy-
namics as an ensemble average through the inclusion of the generation and dissociation
terms.209,328,339–342,344 The generation term k1Γ is considered to form the triplet-pair
from two uncorrelated triplet molecules and so populates the singlet, triplet and quin-
tet states equally at a rate of 1

9k1. Similarly, the dissociation term k−1ρ depopulates
all states equally at a rate of k−1. The explicit form of the generation an annihilation
matrices are given in the Supporting Information.

To capture the dynamic nature of the triplet-pair collisions, we consider every indi-
vidual triplet-pair collision explicitly. In this manner the association and dissociation
of the molecular pairs is controlled by the MD trajectories, thus k1 and k−1 are set as
zero and the Liouville equation becomes

∂ρ

∂t
= −i[Ĥ, ρ]− 1

2{ρ,Λ}. (6.14)

The generation of the triplet pairs is taken into account through the initial condition of
the spin density matrix, where all 9 pair state are equally populated before the collision.
We then evolve the density matrix by integrating eq 6.14 over time using a 10 fs time
step. Geometry for the triplet-pair collisions and relative magnetic field orientation are
sampled at 1 ps intervals from the MD simulations starting from beyond the interaction
distance (10.4Å for both rubrene and perylene) and used to determine both Ĥ and Λ
at each time step. The simulated TTA-UC is taken as the sum of the decay through
the singlet channel over all the molecular collisions throughout the course of the MD
simulations. Using this treatment, for each collision of a particular pair of molecules,
the spin density matrix can be considered to describe the probability of each outcome
if that collision was repeated many times.

Analytic Model

If the initially uncorrelated triplet molecules are considered collide to induce correlation
of their spins, then separate and recollide diffusively, an analytical solution to eq 6.13
can be found. Following the work by Atkins and Evans, Redfield theory may be used to
calculate the effect of an applied magnetic field H on the spin relaxation rates.339,341,342

γS ∝ λT {1− λT + λTgT(H)} (6.15)

where λT is the probability a colliding triplet pair will produce the singlet state by

λT = kSτa
1 + kSτa

(6.16)

with the value of kS estimated using the molecular separation of the second peak
observed in the RDFs shown in Figure 6.1 (6.5Å and 6.0Å for rubrene and perylene,
respectively). The translational correlation time is given by

τa = 2rT

DT
(6.17)

where rT is the radius of the triplet molecule, which we have computed using the
HYDROPRO package362 (6.87Å and 5.43Å for rubrene or perylene, respectively) and
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DT is the translational diffusion coefficient of the molecule obtained from the MD
simulations (Supporting Information). The function g(H) relates the singlet character
of the triplet pair as a function of magnetic field strength using the molecular zero-field
splitting parameters, plus the translational and rotational diffusion coefficients derived
from Redfield’s theory of spin relaxation.343

g(H) = 1
9{8− [F (6R1100) + F (2T−1

1 ) + 2F (−2R1−11−1)

+ 2F (2T−1
2 ) + 2F (2R1010 − 2R100−1)]} (6.18)

where

F (s) =
sinh(√sτa) exp(−

√
sτa)

√
sτa

. (6.19)

The longitudinal and transverse spin relaxation times are T1 and T2, respectively, and

T−1
1 = R1100 + 2R11−1−1 (6.20)
T−1

2 = −R1010 −R100−1 (6.21)

where Rmm′nn′ are determined via the Redfield relaxation matrix

R1100 = 2
15k(H) (6.22)

R11−1−1 = 4
15k(2H) (6.23)

R1−11−1 = − 2
15 [k(H) + 2k(2H)] (6.24)

R1010 = −1
5

[
k(0) + k(H) + 2

3k(2H)
]

(6.25)

R100−1 = − 2
15k(H). (6.26)

The magnetic field dependence appears in the function

k(H) = (D2 + 3E2)τ2

1 + (gβHh̄−1τ2)2 (6.27)

where the isotropic rotational correlation time τ2 is calculated from the harmonic mean
of the rotational diffusion coefficients DR obtained from the MD simulations (Support-
ing Information) by

τ2 = 1
6DR

. (6.28)

Results and Discussion

Molecular Dynamics Simulations
The pure toluene simulations resulted in average mass densities of 0.954 g cm−3 and
0.865 g cm−3 at 200 K and 295 K, respectively, agreeing well with experimental val-
ues.363 Translational diffusion coefficients of the pure toluene, rubrene in toluene and
perylene in toluene were calculated from plots of the mean-squared displacement of mo-
lecules over time. The diffusion coefficients of toluene were found to be (1.04± 0.01)
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× 10−6 cm2 s−1 at 200 K and (1.86± 0.02)× 10−5 cm2 s−1 at 295 K. While the agree-
ment with experimental values is within 11% at 295 K, the simulation data deviates
more significantly at 200 K with a relative error of 42% but is still of the correct or-
der of magnitude.364 The diffusion coefficients of rubrene in toluene were found to
be (4.4± 0.2)× 10−6 cm2 s−1 at 295 K and (2.50± 0.08)× 10−7 cm2 s−1 at 200 K. For
perylene in toluene, a diffusion coefficient of (1.21± 0.03)× 10−5 cm2 s−1 was found at
295 K, in good agreement with experiment.365 Experimental data for the translational
diffusion coefficient of rubrene in toluene could not be found in the literature. Rota-
tional diffusion coefficients were also calculated from the MD simulations of toluene
and rubrene or perylene in toluene. No experimental data exists for rubrene or pery-
lene in toluene, but the simulated results for the pure toluene solvent are in reasonable
agreement with experiment. All values for the diffusion coefficients are listed in the
Supporting Information. These results indicate that our simulations capture the dy-
namics of these systems with reasonable accuracy.

RDF plots are shown in Figure 6.1 for the (a) rubrene and (b) perylene simulations
at 295 K. Both emitter molecules show several distinct peaks in their RDFs, which each
correspond to favourable collision orientations for the pairs of emitters. To more clearly
identify the effect of the specific pair geometry on the TTA rates, several molecular
separation ranges were defined by the local minima in the RDF plots and treated
independently in the subsequent analysis. Three collision ranges with centre-of-mass
separations of less than 10Å were identified for each of the emitter molecules, indicated
on Figures 6.1a and b as I–III. The 10Å outer range cutoff was chosen as the molecules
must be in close proximity for electron exchange associated with the TTA process to
occur. Table 6.2 lists the collision ranges, plus the corresponding association k1 and
dissociation k−1 rates determined from the collision counts and durations. Due to the
slow diffusion of rubrene in toluene at 200 K, insufficient emitter pair collisions were
observed over the 200 ns MD simulation period and thus the data was not used in
further analysis.

The Euler angles and spherical polar coordinates that describe, respectively, the
relative orientation and position of the emitter molecules were analysed and identified
the geometry favoured at each collision range. Plots detailing the correlations between
Euler angles and the spherical polar coordinates plus examples of some preferred molec-
ular collision orientations are provided in the Supporting Information. At their closest
collision range, both rubrene and perylene show restrictions on the possible geome-
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Figure 6.1: Radial distribution function g(r) between pairs of (a) rubrene and (b) perylene
emitter molecules at 295 K during the molecular dynamics simulations.
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Table 6.2: Collision ranges for rubrene and perylene determined from RDF plots in Fig-
ure 6.1 and calculated association k1 and dissociation k−1 rates.

emitter range (Å) k1 (ns−1 M−1) k−1 (ns−1)
rubrene I 0–5.9 2.2 3.05

II 5.9–7.7 10.0 1.74
III 7.7–10.4 29.3 1.49

perylene I 0–5.0 10.4 10.27
II 5.0–7.0 44.4 6.13
III 7.0–10.4 71.7 7.55

(a) (b)

Figure 6.2: Two typical examples of perylene molecules interacting within their closest
collision range during a MD simulation. The planar nature of perylene allows for some
flexibility in both the (a) in-plane rotation and (b) relative positioning of the molecules.

Figure 6.3: Typical example geometry of a pair of rubrene molecules interacting within
their closest collision range. The phenyl sidechains of rubrene do not lie co-planar with the
tetracene backbone and act to restrict the orientational freedom during collisions.

try, most notably a preference for the polyaromatic backbones to lie co-planar. While
perylene pairs have some flexibility with regard to the in-plane rotation and relative
position (Figure 6.2), the phenyl substituents of rubrene do not lie in-plane with the
tetracene backbone and act to restrict the range of collision geometry. As a conse-
quence, the closest collisions of rubrene pairs strongly favour a co-planar arrangement
with the long molecular axes of the two molecules rotated at 90◦ to one another, as
shown in Figure 6.3. With an increasing separation between the molecular pairs, a
wider variety of collision geometry becomes possible. However, for the second collision
range of both rubrene and perylene there remains a high degree of correlation within
the Euler angles and spherical polar coordinates, and at the third collision range the
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molecular geometry is not yet completely random.

TTA-UC Simulations
We begin by looking at the influences on the TTA process using the static model de-
scribed by eq 6.12. While the static model can not completely describe the complex
nature of the molecular interactions possible in solution, the simplification helps isolate
and qualitatively determine the fundamental mechanisms in which the molecular prop-
erties can affect the TTA-UC rate. The simulated TTA-UC rate in the absence of mag-
netic fields was calculated using eq 6.12, giving a rate for rubrene of γS = 1.8× 106 s−1.
Perylene was predicted to give approximately 20 times greater upconversion rate with
γS = 4.0× 107 s−1. Four general factors contribute to the observed upconversion rate:
the diffusion rate of the emitter molecules in solution, the orientation during collisions,
molecular separation distances during collisions and the relative energy levels of the
emitter’s S1 singlet and T2 triplet states. Each of these factors comes into play by
influencing the competing annihilation kS, kT and dissociation k−1 processes, or by
varying the spin character |C l

S|2, |C l
T|2 of the triplet-pair states. We address each of

these factors and attempt to quantify their impact on the upconversion rate below.

Role of Molecular Factors

Diffusion Rate The effect of the diffusion rate of the different emitter molecules im-
pacts the association k1 and dissociation k−1 rates extracted from the MD simulations
(Table 6.2). To isolate the effect of the emitter diffusion rate on upconversion effi-
ciency, simulations of rubrene and perylene were performed as before, but exchanging
the k1 and k−1 rates between the emitter molecule types while leaving the remaining
conditions unchanged.

For the rubrene simulation, substituting the association and dissociation rates of
perylene resulted in only a 50% increase in the overall upconversion rate. This result
is initially surprising, as the translational diffusion rate of perylene is around 3 times
greater than that of rubrene which is then reflected in the difference in frequency of
collisions, k1. The upconversion rate was instead found to closely track the ratio of
k1 : k−1 when each collision range was considered in isolation. For example, at its
closest collision range perylene has a k1 : k−1 ratio 43% greater than that of rubrene.
This indicates that the increased diffusion rate of a smaller emitter molecule such as
perylene does have a favourable influence on upconversion efficiency due to an increased
collision rate, but the dissociation rate also plays a role. While the collision rate scales
with diffusion, the dissociation rate is also influenced by the shape of the emitter.
During a collision, the phenyl sidechains of rubrene act to hold the emitters together,
delaying the separation and allowing a longer duration for the competing TTA process
to proceed. This effect may be responsible for some of the solvent viscosity dependence
of TTA-UC recently observed by Yokoyama et al. that was unable to be explained by
translational diffusion alone.340

From eq 6.12 it can be seen that diffusion rate, which is reflected in k1, will always
have a linear scaling effect on the upconversion rate, but the dissociation rate k−1
competes with the annihilation processes and therefore variations in k−1 will have
maximum influence when k−1 ≈ kS. This is demonstrated in a simulation of perylene
in which substitution of the rubrene association and dissociation rates showed a slightly
greater effect than observed for the equivalent substitution described above for rubrene,
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more than halving the upconversion rate. This would imply that with more favourable
annihilation processes in perylene (larger kS, kT in eq 6.1), the rate of the competing
emitter pair dissociation k−1 will have less significance, allowing the diffusion and
therefore association rate k1 to become more influential.

Molecular Orientation The collision orientation of the emitter molecules affect the
TTA-UC rate by modulating the singlet or triplet character of the triplet-pair states,
represented by |C l

S|2 or |C l
T|2 in eq 6.12. The mechanism by which the annihilation

products are influenced by the distribution of spin character across the nine triplet-
pair states is well known.203 In summary, the rate of upconversion γS is theoretically
maximised when the singlet character is distributed evenly across the nine triplet-pair
states (|C l

S|2 = 1/9 for all l pair states) and minimised when the singlet character is
confined to one state only.

The effect of collision orientation of the emitters on the upconversion rate was
investigated by performing the simulations of rubrene and perylene, but exchanging
the relative molecular orientations of the emitter pairs while preserving the remaining
conditions, including the molecular separation distances of the original collisions.

For the rubrene simulation, substituting the collision orientations of perylene en-
hanced the overall upconversion rate by approximately 5% at zero-field, indicating
that the slightly more disordered collisions of perylene do generally result in the singlet
character being distributed across more of the triplet-pair states. Conversely, when
substituting the orientations of rubrene into the perylene simulations, a reduction in
upconversion rate of approximately 10% is seen. The greater effect on the perylene
simulation may be rationalised by considering that with closer perylene collisions kS
in eq 6.12 will be larger and hence any orientation effect on the values of |C l

S|2 will
become enhanced.

In the case of completely disordered collisions the singlet character is expected to
be on average distributed across a greater number of triplet-pair states. This was
simulated by substituting random orientations into the perylene simulation, resulting
in an approximately 20% increase in the upconversion rate at zero field. It should
be noted that the concept of a fully disordered system implies that the singlet char-
acter is distributed equally amongst the nine triplet-pair states, thus resulting in the
theoretical maximum probability of TTA producing the singlet product. In reality,
no one combination of molecular orientations will ever distribute the singlet character
across all pair states simultaneously. In the same way that macroscopic observables
like fluorescence are due to contributions from many individual emission events, when
simulating the TTA-UC rate from an ensemble of collisions, the upconversion rate is
computed from the average γS using each orientation individually, rather than from the
average singlet character of the pair states. The implication is that random collision
orientations does not in fact provide the maximum disorder required to optimise the
distribution of singlet character. The idea that there is a single optimum molecular
pair geometry to maximise TTA-UC is discussed later.

Separation Distance As the rate of triplet exciton energy transfer and triplet–
triplet annihilation decays exponentially with distance,356,358 it is expected that the
molecular separation during emitter molecule collisions should strongly influence the
upconversion efficiency. To demonstrate this effect, the rubrene and perylene simula-
tions were performed, but exchanging the molecular separation distances between the
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two emitter molecule types.
The rubrene simulation using the collision separations of perylene showed an 8

times increase in upconversion rate at zero field. For the perylene simulation using
the separations of the rubrene collisions, an analogous 15 to 20 times reduction in
upconversion rate was found. This clearly shows that the separation of the emitter
molecules during collisions dominates the rate of upconversion, and additionally acts
to amplify any effect of diffusion rate, collision orientations or any applied magnetic
field. In eq 6.12, as kS is increased, the modulation of |C l

S|2 and |C l
T|2 by molecular

orientation or the magnetic field becomes more significant. With the faster annihilation
processes, the competing dissociation of the molecular pair k−1 becomes less important.
Taking this to the limit of extremely large values of kS, the rate of formation of the
triplet-pair through diffusion k1 becomes the rate limiting step.

Energy Levels The efficiency of the upconversion process relies on the suitable align-
ment of electronic energy levels of the emitter molecule. In an ideal case, the first singlet
state S1 which we desire to be populated will have an energy roughly twice the energy
of the first triplet state T1, and any higher triplet states will lie far above S1. In this
way, the annihilation process that acts to double the T1 energy can populate the S1
state with minimal losses, while decay through the triplet pathway will become en-
ergetically inaccessible. In eq 6.1 this ideal scenario would give kT = 0, leaving the
singlet channel as the only TTA decay pathway.

When considering energy levels, both rubrene and perylene can be considered
“good” emitters. Rubrene has an S1 energy very close to twice T1, with T2 lying
above by around 0.1 eV.360 The S1 state of perylene lies below 2T1 by around 0.4 eV
with T2 lying above by around 1 eV.361 When simulating rubrene with a closed triplet
decay channel by setting kT0 = 0, upconversion rate is only enhanced by 2%. For
perylene, the reduced availability of the triplet decay pathway compared with rubrene
(kT0 = 2.66× 106 ns−1 versus 6.25× 107 ns−1) results in approximately 10% enhance-
ment in the upconversion rate.

The behaviour of a “poor” emitter, for which the energy of the T2 state lies closer
to twice T1 than the emissive S1 state, may be simulated by adjusting the ratio of
kS : kT. We discuss the investigation of this possibility below.

Influence of Magnetic Field: Static Model

The discussion thus far has only considered the interactions of the triplet-state emitters
in the absence of any magnetic fields. As magnetic fields have an influence on the
alignment of the spins in the triplet-state emitter molecules, the idea that an applied
magnetic field may enhance the TTA-UC process is an appealing one. In the solid
phase, such as anthracene or tetracene crystals,204,355 or diphenylanthracene (DPA)
films323 a significant enhancement in TTA-UC is observed with intermediate strength
magnetic fields, whereas TTA-UC is diminished at high field. In contrast, solution-
phase experiments at room temperature display only a monotonic decrease in TTA-UC
with applied magnetic fields,209,328,339,340 although low-temperature experiments have
also shown positive effects.338

We first look at the influence of an applied magnetic field on the simulated TTA-UC
rates of rubrene and perylene using the static model used above. Again, we note that
the static model is not a complete description of the TTA-UC process in solution, but
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Figure 6.4: Simulated TTA-UC rates of rubrene or perylene emitters as a function of applied
magnetic field strength computed using the static model. Data is normalised to the zero-field
rate for each emitter (7.69× 107 s−1 M−1 for rubrene and 1.74× 109 s−1 M−1 for perylene).

it provides a qualitative picture of the interplay of the molecular factors and applied
magnetic field which is less straightforward to deconvolute in the fully dynamic model.

Figure 6.4 shows the simulated TTA-UC rates γS calculated using eq 6.12 for
rubrene or perylene as a function of magnetic field strength. The data is plotted
relative to the respective zero-field rate for each emitter molecule. Both emitter mo-
lecules exhibit an enhanced upconversion rate under the influence of low magnetic
fields, with maximum improvements of around 5% for rubrene and 30% for perylene
reached at approximately 0.04 T, but further increases in the field strength then have
a detrimental effect. Perylene eventually shows a reduced upconversion rate relative to
the zero-field rate with magnetic field strengths above 0.4 T, though rubrene retains a
slightly enhanced upconversion rate within the range of magnetic fields shown.

The response to the applied magnetic field is explained by considering eq 6.12 and
remembering that the rate of upconversion γS will be maximised when the singlet
character is distributed evenly across the nine triplet-pair states. In the case of two
identical emitter molecules aligned parallel to each other, the system behaves similarly
to the crystalline materials in which singlet-fission and triplet-fusion processes have
been studied extensively.166,203–205,323 At zero field, three pair states show singlet char-
acter. With the application of an arbitrarily oriented magnetic field, mixing of the spin
states will cause an increase in the number of states displaying singlet character and
the rate of upconversion will be increased. As the magnetic field strength increases, the
relative orientation of the molecules becomes irrelevant as the alignment of the spins
is determined only by the magnetic field direction. Towards the high-field limit three
pair states show singlet character, one aligned with the magnetic field direction and
two orthogonal to it. The two orthogonal states are degenerate, but the intermolecu-
lar term ĤAB in the Hamiltonian acts to break this degeneracy so at very high field
strengths only two pair states display singlet character and the rate of upconversion is
reduced to below that observed at zero field.

If we consider our systems of emitter molecules, at the closest collision range both
the rubrene and perylene pairs lie co-planar (see Supporting Information Figures S4
and S10). Perylene pairs have some freedom to rotate within the plane, with some
preference for either parallel or orthogonal alignment of their long axes, while rubrene
favours only the orthogonal alignment. In the case in which the molecules are aligned
parallel, the evolution of singlet character of the pair states with magnetic field follows
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Figure 6.5: Simulated upconversion rate as a function of magnetic field strength demon-
strating the varied response as the ratio of singlet kS to triplet kT channel annihilation rate
constants (eq 6.12) changes. The ratio of kS and kT will be affected by the relative S1 and
T2 energy levels of the emitter molecule.

the ordered, crystalline description above. If, however, the molecules are rotated so
that their long axes are at 90◦ to one another, the |xx〉 and |yy〉 spin states become
degenerate. Like the high-field case described above, this degeneracy is broken by
the intermolecular interaction ĤAB, with the result that only two states show singlet
character at zero-field. In this situation the number of states with singlet character is
still increased with intermediate magnetic fields, resulting in an enhanced upconversion
rate, but at the high-field limit the number of states with singlet character can only
ever be reduced as low as two, so the upconversion rate will not decrease below the
rate seen at zero field. This explains the higher relative TTA-UC rate at high field for
rubrene compared with perylene.

We note that if the rate of triplet annihilation kS is significantly greater than the
rate of dissociation k−1, then any affect of an applied magnetic field will become more
significant.323 This is one contribution to the greater enhancement of the TTA-UC rate
with magnetic field for perylene observed in Figure 6.4, as the larger magnitude of kS
acts to amplify the effects from distribution of the singlet character across a greater
number of pair states. Similarly, at zero or low magnetic field strengths, the benefit
from more disordered collisions of perylene is also enhanced by this same effect. As
the magnetic field strength increases, however, the orientation differences between the
molecules become less relevant as the alignment of the spins by the magnetic field
becomes dominant. This phenomena is reflected in our simulations described above
in which the difference in upconversion rates because of molecular orientation rapidly
tends towards zero beyond intermediate field strengths.

We consider again “good” or “poor” emitter molecules characterised only by their
relative singlet and triplet energy levels. If kS ≈ kT, the singlet and triplet annihilation
pathways are in competition and small variations in kS or kT should then be expected
to cause noticeable differences in response to the applied magnetic field. Figure 6.5
shows an example TTA-UC simulation in which the ratio of kS : kT was varied between
and 5 and 0.2, as well as the scenario of a “good” emitter molecule for which the triplet
channel was closed completely (kT = 0). In these scenarios, an ensemble of randomly
oriented emitters and magnetic fields was used with parameters as in Table 6.1 except
r = 5Å, kβ = 0Å−1, k1 = k−1 = 1 ns−1 and the values of kS and kT were selected so
that kS + kT = 2.
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Figure 6.6: Relative TTA-UC rate in response to magnetic field predicted using the spin
density matrix approach (eq 6.13), but using a single static molecular pair geometry extracted
from the MD simulations. This demonstration shows the dynamic model captures the same
effects as the static model (eq 6.12, black dotted curve) when the molecular orientations are
fixed. The initial state of the spin density matrix has little relevance; the spin density matrix
was initialised as either zero (blue curve) or with a unit of spin distributed between the
singlet, triplet and quintet states evenly (green curve) or randomly (red curve), with minimal
impact on the results.

Where the triplet decay channel is closed, an enhancement in upconversion rate
compared with zero-field is predicted at low magnetic field strength, giving way to
a diminished upconversion rate at higher field strengths. Interestingly, with a triplet
channel decay rate constant around twice that of the singlet channel, minimal enhance-
ment in upconversion rate is predicted and the application of a magnetic field only has
a negative impact on upconversion. In the case that the rate of triplet channel decay
dominates the decay through the singlet channel, it appears that the upconversion
rate is at a minimum relative to zero-field at intermediate field strength, and further
increases in magnetic field promotes a mild recovery in upconversion rate. It should
be noted that in this scenario, the normalisation of the plot may be misleading as the
absolute value of γS will be small and so any change in upconversion rate will also be
small in absolute terms. This is, however, a clear demonstration of how the relative S1
and T2 energy levels of an emitter molecule may act to shape its response to magnetic
fields.

Influence of Magnetic Field: Dynamic Model

We now employ the dynamic model of the triplet interactions in solution using a spin
density matrix approach. Figure 6.6 demonstrates the use of the Liouville equation
given in eq 6.13, but using a single, static arrangement of a rubrene pair and magnetic
field orientation sampled from the closest collision range. The generation and dissoci-
ation terms were enabled by setting k1 = k−1 = 1 ns−1 and the density matrix evolved
until the steady-state was reached. The TTA-UC rate was then taken to be propor-
tional to the steady-state density of the pure singlet state ρ1,1. To test the influence of
the initial state of the density matrix on the results the spin density was distributed
either evenly or randomly across the nine pure singlet, triplet and quintet states, or
with all elements of the matrix set to zero. Figure 6.6 shows that the spin density ma-
trix approach reproduces the magnetic field response of the static model (black dotted
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Figure 6.7: Relative TTA-UC response to magnetic field for rubrene or perylene determined
via the spin density matrix method of eq 6.14 with the contribution from the individual col-
lisions of the emitter molecules considered explicitly. For each collision, as the spin density
matrix evolved, the Hamiltonian and annihilation matrix were recalculated using the geom-
etry sampled from the MD simulations at 1 ps intervals. In contrast to Figure 6.6, the rapid
motions of the molecules act as a source of spin relaxation, nullifying any enhancement effect
on TTA-UC by the magnetic field.

curve) when a fixed molecular-pair orientation is used, replicating the enhancement in
TTA-UC predicted at a magnetic field strength of approximately 0.04 T followed by a
diminished rate with the application of higher strength fields. Additionally, the initial
condition of the density matrix has minimal influence on the final singlet character of
the molecular pair in this situation.

The influence of the motion of the emitter molecules over the course of a collision is
now considered. Figure 6.7 shows the magnetic field dependence of the TTA-UC rate
for rubrene and perylene using the spin density matrix approach of eq 6.14, with each
individual molecular pair collision observed during the MD simulations treated explic-
itly. For each emitter pair collision, the spin density matrix ρ was initialised with the
pure singlet, triplet and quintet states equally populated to represent the triplet-pair
comprising a mixture of two uncorrelated triplet states. The association and disso-
ciation of the triplet pairs was determined intrinsically through the MD trajectories,
thus the absence of the generation or dissociation terms in eq 6.14. The spin density
matrix was then allowed to evolve, with both the Hamiltonian Ĥ and annihilation
matrix Λ updated using the geometry from the MD simulations sampled at 1 ps time
intervals. Over the course of each collision, the decay through the singlet component
of the annihilation term was taken as the contribution to the upconverted emission
intensity.

The behaviour in response to the applied magnetic field shown in Figure 6.7 is
markedly different to that predicted by the static model in Figure 6.4 and the dynamic
model with a static molecular arrangement demonstrated in Figure 6.6. While rubrene
still shows an enhanced TTA-UC rate at low field strength, the enhancement is less
than 2%. Perylene displays only a monotonic decrease in upconversion with magnetic
field, in stark contrast to the 30% enhancement predicted using the static model.
This monotonic decrease is consistent with previous room-temperature solution-phase
experiments of TTA-UC.209,328,339,340

Given that both the static and dynamic models effectively use the same spin Hamil-
tonian and molecular geometries, the difference in magnetic field response can be at-
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Figure 6.8: Demonstration of the mechanism of the dynamic model of triplet annihilation
showing the tracking a rubrene pair during the MD simulation and the contribution of the
collision event to the observed upconversion. The molecular separation distance is given by
the green dotted curve, and time t = 0 ps is defined as when the molecular pair begins to
enter the interaction range of 10.4Å. As the molecules approach, TTA-UC becomes possible
(red dashed curve) and singlet character is depleted from the spin density matrix (blue solid
curve). When the rotation of the molecules is rapid compared with the collision duration,
multiple coupling pathways are opened between the pure singlet and triplet and quintet
states, mixing the spin states and assisting the decay through the singlet channel.

tributed to the possibility of mixing of the spin states during the course of the collisions.
This is illustrated in Figure 6.8, which tracks an individual collision between a pair
of rubrene molecules. At time t = 0 ps the molecular pair are separated beyond the
interaction distance determined by the exponential dependence of the annihilation rate
on intermolecular separation (green dots). The two triplet-state molecules are uncor-
related and have yet to form the triplet-pair complex; thus the singlet character of the
pair takes the statistical probability of 1/9 (blue line). No annihilation is possible at
this distance, so the contribution of the collision to TTA-UC is zero (red dashes). As
the molecules approach, annihilation and decay through the singlet and triplet chan-
nels becomes a possibility. Singlet character is drained from the spin density matrix,
contributing to the observed TTA-UC (depletion from the triplet states also occurs
but is not shown). The spin density matrix is now perturbed, and the mixing of the
spin states occurs through the Liouville term in eq 6.13 acting to partially repopulate
the pure singlet state from the triplet and quintet states. Crucially, it is the relative
rate of this mixing of the spin states compared with the duration of the molecular
collision that determines the magnitude of the contribution to the observed TTA-UC.
In the static model described by eq 6.12 the emitter pair dissociation k−1 competes
with annihilation kS as described above. Similarly, for the dynamic model, Figure 6.8
clearly shows that the longer the emitter molecules are in close contact, the greater
the potential contribution to the observed TTA-UC. The differing response to the ap-
plied magnetic field displayed by the dynamic model versus the static model is due to
the varying intra- and intermolecular spin interactions that are available during the
course of the collision. At zero magnetic field and when the tumbling of the molec-
ules is rapid, many coupling pathways are opened between the pure singlet, triplet and
quintet states through the rapidly rotating orientation of the molecules’ zero-field intra-
molecular spin-spin coupling components ĤSS. This is expressed in the dynamic model
by the existence of many varying, non-zero, off-diagonal elements in the Hamiltonian
Ĥ, leading to more efficient draining of the spin density matrix through the singlet



TTA-UC Simulations 109

channel. With the application of magnetic fields, the individual spins on the molecules
will begin to be aligned with the magnetic field orientation. As the spin states were
already well mixed at zero field due to the tumbling of the molecules, the magnetic field
can only reduce the variety in the off-diagonal elements in the Hamiltonian, leading to
less efficient decay through the singlet pathway.

In Figure 6.7 perylene displays a monotonic decay of TTA-UC rate with magnetic
field, in agreement with the behaviour observed for high temperature solution experi-
ments of perylene and other emitters.209,328,339,340 The small, planar nature of perylene
results in translational and rotational diffusion rates that are fast relative to the colli-
sion durations (Supporting Information). Additionally, during collisions the molecules
lie co-planar and are relatively free to rotate in-plane as indicated in Figure 6.2. This
allows a good degree of mixing between the spin states as described above and produces
the exclusively negative magnetic field response. Conversely, rubrene displays a slight
enhancement of TTA-UC rate at low magnetic fields. The diffusion rates of rubrene
are multiple times slower than those of perylene, and during collisions the phenyl sub-
stituents have the effect of locking the molecules together and restricting their relative
movement (Figure 6.3). In this situation the individual rubrene molecules are not free
to rotate completely independently, so there is not complete mixing of the spin states.
Small magnetic fields may then have the possibility of further mixing of the spins and
hence the slight enhancement in TTA-UC observed.

Influence of Magnetic Field: Analytic Model

The results shown in Figure 6.7 use the relative molecular orientations extracted di-
rectly from the MD simulations and we have shown that there is a significant degree
of correlation between the molecular geometries during collisions (Supporting Informa-
tion). If the emitter molecules are instead assumed to diffuse and rotate isotropically
and independently, an analytical solution to the dynamic model given by eq 6.13 can
be found. Equations 6.15–6.28 summarise the analytical model presented in Atkins
and Evans.341,342 where the ensemble of molecular orientations are encapsulated by
the diffusion coefficients and the size of the molecule. The translational and rota-
tional diffusion coefficients were obtained from the MD simulations and the rubrene or
perylene size was taken as the computed hydrodynamic radius. The relative TTA-UC
rates for the two emitter molecules calculated using eq 6.15 are shown in Figure 6.9.
Both rubrene and perylene display an exclusively diminished TTA-UC rate with the
application of magnetic fields. The two emitters show slightly different curve shapes
below ∼0.1 T, which is predominantly a consequence of the different rotational diffusion
rates between the planar perylene and the bulkier rubrene emitters, but note also that
rubrene and perylene share identical zero field splitting parameters for the purposes
of these simulations. The relative reduction in TTA-UC rate at high field strengths is
primarily determined by the reaction probability λT as indicated in eq 6.15, where an
increased reaction probability will emphasise any effect of the magnetic field. Equa-
tion 6.16 relates the reaction probability to the translational diffusion and the singlet
channel decay rate. As the singlet decay rate kS has a strong distance dependence and
only a single molecular pair separation is used as input, the total reduction in TTA-UC
rate at high field is somewhat dependent on the choice of this parameter.

The relative TTA-UC rates simulated by the analytic model in Figure 6.9 are sim-
ilar to that obtained from the fully dynamic model in Figure 6.7, and supports the
notion predicted by the static model that the specifics of the molecular orientations
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Figure 6.9: Relative TTA-UC response to magnetic field for rubrene or perylene predicted
by Atkins and Evans’ analytical solution to the dynamic model in eq 6.13.341,342 The emitter
molecules are assumed to diffuse and rotate isotropically, with the motions of the molecules
represented only by the isotropic translational and rotational diffusion coefficients.

are relatively unimportant. A crucial difference is that the analytic model always as-
sumes random diffusion and does not account for the case where the molecules are in
close proximity and deviation from random diffusion may occur. This effect will be
most noticeable for molecules with bulky substituents, and is likely responsible for the
slight enhancement in TTA-UC rate for rubrene shown in Figure 6.7.

Optimising Molecular Geometry
The idea that it may be possible to engineer an emitter molecule with a structure
optimised for the TTA-UC process is an appealing one, but the results presented in this
work hint at why this goal has thus far remained elusive. When considering the static
case at zero field, an example of the “best” collision geometry was found by optimising
eq 6.12, setting θ = φ = 0◦, r = 4Å, kβ = 0Å−1 and kS = k1 = k−1 = 1 ns−1.
The optimised geometry that distributes the singlet character most evenly across the
triplet-pair states is shown in Figure 6.10b. Here the Euler angles α ≈ β ≈ 45◦
describe a rotation where the z axis of the second molecule is at 45◦ to the x, y and
z axes of the first and introduces the maximum achievable disorder to the spin states.
As shown in Figure 6.10a, if the triplet decay channel is closed (kT = 0) this gives
approximately 95% of the maximum theoretical TTA-UC rate that would result from
perfectly even distribution of the singlet character across all nine triplet-pair states
(where 0% denotes the complete absence of TTA-UC). Encouraging emitter molecule
collisions with this type of geometry could be imagined by attaching bulky substituents
for example. Unfortunately, this type of modification will likely be counter productive
due to the negative impact the substituents may have on the translational diffusion, and
hence collision rate k1. Most crucially, any change to an emitter molecule that restricts
the close contact of the polyaromatic backbones will have a severely detrimental effect
on the TTA-UC rate. For small emitter molecules, a collision angle of 45◦ as pictured
in Figure 6.10b is still compatible with close-range collisions, but for larger molecules
this is not likely to be feasible.

The other theoretical extreme is the “worst” collision geometry described earlier
where the emitters are co-planar, but rotated in-plane by 90◦ (Figure 6.10c). When
again considering a closed triplet decay channel, this orientation still results in just
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Figure 6.10: (a) TTA-UC rate relative to the maximum theoretical value for two molecular
pair orientations as a function of applied magnetic field strength. The chosen orientations
were selected for being the best (b, blue) or worst (c, red) case scenarios at zero field. When
considering only the singlet character of the pair states (kT = 0, line), the best or worst
orientations give approximately 95% or 70% of the theoretical maximum at zero magnetic
field strength, respectively. With the application of an arbitrarily oriented magnetic field, a
relative TTA-UC rate of 95% can also be achieved for the worst case orientation scenario.
If the triplet decay channel is open and competes equally with the singlet channel (kT = 1,
dots), orientation plays a negligible role at zero-field and only has a minor influence when a
magnetic field is applied. For the best case scenario α ≈ β ≈ 45◦, γ = 0◦ and for the worst
α = 90◦, β = γ = 0◦. Renders of napthalene are used for clarity. Additional parameters were
set as θ = φ = 0◦, r = 4Å, kβ = 0Å−1 and kS = k1 = k−1 = 1 ns−1.

over 70% of the maximum theoretical TTA-UC rate at zero field. If the emitter pairs
are simulated in an arbitrarily oriented magnetic field, the “best” orientation shows
little further enhancement of TTA-UC rate, and the applied field has only a detri-
mental effect beyond 0.01 T. Conversely, the “worst” orientation is able to achieve
95% of the theoretical maximum TTA-UC rate with a magnetic field of approximately
0.04 T, and continues to match the rate of the “best” orientation at greater magnetic
field strengths. There is in fact a vast number of individual combinations of molecu-
lar orientation, magnetic field direction and strength that can give very close to the
theoretical maximum TTA-UC rate. Figure 6.10 shows that in solution, where the
orientation of the magnetic field is in an arbitrary direction relative to the molecular
pair, poor collision geometry may be compensated by the application of moderate mag-
netic fields. Interestingly, if the triplet decay channel is open and of the same order
as the singlet decay (kS = kT = 1), both these example molecular orientations show
almost identical TTA-UC rate at zero field, and only minor differences with an applied
magnetic field.

As a demonstration of how these molecular orientations and the magnetic field
interact to distribute the singlet character between the triplet-pair states, Figure 6.11
plots the singlet character |C l

S|2 of each of the nine triplet-pair states as a function of
magnetic field for the “best” and “worst” molecular orientation scenarios depicted in
Figures 6.10b and c, respectively. A single magnetic field orientation is used, directed
along the +y axis of molecule A. For the best-case orientation, seven pair states display
singlet character at zero field. Although the spin states are already well mixed purely
due to the molecular orientation, the applied magnetic field is able to achieve a further
distribution of singlet character across all nine states. In the worst case scenario, only
two pair states have singlet character at zero-field, and the magnetic field directed
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(a) (b)

Figure 6.11: Evolution of the singlet character of the triplet-pair states with magnetic field
for two molecular pair orientations. The orientations correspond to the “best” and “worst”
orientations depicted in Figure 6.10, with the symmetry axes of molecule A defining the x,
y and z directions and the magnetic field applied along the +y axis in both cases. The best
case orientation is shown in (a) where the number of states with singlet character tends from
7 → 9 → 3. The worst case orientation is shown in (b) where the number of states tends
from 2 → 5 → 3. At very high magnetic fields both systems will eventually result in two
states with singlet character. Note that in these scenarios there is a single static magnetic
field orientation, though in Figure 6.10 the average of many random field orientations are
used.

along the y axis is only able to induce singlet character in a maximum of five states in
this case.

An ideal emitter molecule requires rapid diffusion through the solution, thus the
static picture of such a molecule is not complete because, as we have shown in this
work, it does not account for the intrinsic spin relaxation caused by the fast motions
of the molecules. Using the static model, we have shown that the precise molecular
orientations of a collision can account for a maximum of approximately 30% difference
in observed TTA-UC rate. In the extreme opposite case in which rotational diffusion
is rapid, the benefits of any optimal collision orientation are nullified. The spin states
are already well mixed at zero field by the rotating molecules and any applied magnetic
field will only have a negative impact on the upconversion rate. Our results suggest
that any attempted design of the ideal emitter molecule should focus on, in rough order
of importance, ensuring close contact of the polyaromatic system during collisions, a
rapid diffusion rate, a T2 state with energy well above S1, and lastly geometry that
favours disordered molecular orientations during collisions.

In solid-state TTA-UC systems, attempting to engineer favourable emitter-pair
geometry may be more worthwhile, as the emitters are generally fixed into position
and triplet diffusion occurs through exciton hopping events rather than translational
motion of the molecules.333–335 In this case, optimising the emitter pair interactions as
shown in Figure 6.10 may provide a significant benefit to device performance.
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Conclusions
In summary, we have investigated the influence of several properties of emitter mo-
lecules on the efficiency in a photochemical upconversion system based on sensitised
triplet–triplet annihilation. The effects of diffusion rate, molecule shape, and colli-
sion geometry were quantified using data obtained from MD simulations of rubrene
or perylene emitters in an explicit solvent, coupled with a quantum mechanical model
of triplet–triplet spin interactions. Most critically, emitter molecules that allow close
contact of the polyaromatic core during collisions will assist the required triplet exci-
ton energy transfer and thus facilitate the rapid annihilation of the triplet-pair. In this
scenario, the upconversion process will become limited by diffusion through solution,
favouring small molecules with high translational diffusion rates. However, as a rapid
diffusion rate will generally also reduce the collision duration available for annihila-
tion to occur, efficiency should not be expected to scale linearly with the diffusion
rate; correspondingly molecules that adhere or linger somewhat during collisions can
be beneficial. The precise molecular orientation of the emitter pair during annihilation
is influential, but we estimate the difference in upconversion efficiency between the
best and worst possible collision orientations to be below 30%, far outweighed by the
influence of separation distance and diffusion rate. Positive magnetic field effects on
upconversion have been observed in solid phase systems, which are reproduced by a
static model of triplet–triplet spin interactions. This should not be expected in high-
temperature solutions, where rapid tumbling of the molecules acts as a source of spin
relaxation. By combining the explicit trajectories of the emitter molecules obtained
from the MD simulations with a dynamic model of the spin interactions we have mod-
elled this mechanism of relaxation with unprecedented detail. We show that the motion
of the emitter pair while interacting during a collision is sufficient to cause mixing of
the spin-states. By forcing the alignment of the spins, applied magnetic fields reduce
the efficiency of this mixing and cause an exclusively negative effect on the observed
upconversion. Molecular design rules for emitters in solution-phase TTA-UC systems
are formulated based on the results of this work.
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Figure 6.12: Chemical structures of (a) rubrene, (b) perylene and (c) toluene indicating
the assignment of the different atom types. Hydrogen atoms on the ‘paddle’ rings of rubrene
are omitted for clarity.

For the MD simulations of rubrene, perylene and toluene molecules, the optimised
potentials for liquid simulations – all atoms (OPLS-AA) force field was used.211–216
Figure 6.12 indicates the different atom types within each molecule of (a) rubrene, (b)
perylene and (c) toluene.

Table 6.3: Parameters used in the non-bonded potential, Unb(rij) = 4εij [(σij/rij)12 −
(σij/rij)6] + qiqj/(4πε0rij), where σii is the homonuclear Lennard-Jones (LJ) diameter, εii is
the homonuclear LJ interaction strength and qi is the atomic charge. The standard geometric
combining rules σij = (σiiσjj)1/2 and εij = (εiiεjj)1/2 apply.

(a) rubrene and perylene
atom type, i atom class mass (amu) σii (Å) εii (kcal mol−1) qi (e)

C1 CA 12.011 3.550 0.070 −0.115
C2 C! 12.011 3.550 0.070 0.000
C3 CA 12.011 3.550 0.070 0.000
H1 HA 1.008 2.420 0.030 0.115

(b) toluene
atom type, i atom class mass (amu) σii (Å) εii (kcal mol−1) qi (e)

C1 CA 12.011 3.550 0.070 −0.115
C2 CA 12.011 3.550 0.070 −0.115
C3 CT 12.011 3.500 0.066 −0.065
H1 HA 1.008 2.420 0.030 0.115
H2 HC 1.008 2.500 0.030 0.060

Table 6.3 shows the assignment of the atom types to an optimised potentials for
liquid simulations (OPLS) atom class, and the parameters used in the non-bonded
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potential. In the two-character OPLS atom class, CA denotes an aromatic carbon in
a six-membered ring, C! denotes the ipso carbon of biphenyl-like junctions, HA is a
hydrogen bound to an aromatic carbon, CT denotes a saturated tetrahedral carbon
and HC is a hydrogen bound to a saturated carbon.

Table 6.4: Parameters used in the harmonic bond length potential, Ubond(l) = kl(l− l0)2/2,
where l0 is the bond distance and kl is the force constant for the bonded potential.

(a) rubrene and perylene
bond type l0 (Å) kl (kcal mol−1 Å−2)
CA–CA 1.400 938.00
CA–C! 1.400 938.00
C!–C! 1.460 770.00
CA–HA 1.080 734.00

(b) toluene
bond type l0 (Å) kl (kcal mol−1 Å−2)
CA–CA 1.400 938.00
CA–CT 1.510 634.00
CA–HA 1.080 734.00
CT–HC 1.090 680.00

Table 6.5: Parameters used in the harmonic bond angle potential, Uangle(θ) = kθ(θ−θ0)2/2,
where θ0 is the equilibrium bond angle and kθ is the force constant for the bond angle
potential. Note that C–C–C represents any applicable combination of CA and C!.

(a) rubrene and perylene
angle type θ0 (◦) kθ (kcal mol−1 rad−2)
C–C–C 120.0 126.00

CA–CA–HA 120.0 70.00
C!–CA–HA 120.0 70.00

(b) toluene
angle type θ0 (◦) kθ (kcal mol−1 rad−2)
CA–CA–CA 120.0 126.00
CA–CA–CT 120.0 140.00
CA–CA–HA 120.0 70.00
CA–CT–HC 109.5 70.00
HC–CT–HC 107.8 66.00

Tables 6.4 and 6.5 show the parameters used as part of the bonded potential and
harmonic bond angle potential respectively.

Tables 6.6 and 6.7 show the parameters used as part of the proper and improper
dihedral potentials respectively.
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Table 6.6: Parameters used in the proper dihedral potential, Udihed(φ) =∑5
n=1An cosn−1(φ), where An are the coefficients for the proper dihedral potential and φ

is the proper dihedral angle. Note that X represents any applicable atom and the units of
the coefficients are kcal mol−1.

(a) rubrene and perylene
dihedral type A1 A2 A3 A4 A5

X–CA–CA–X 7.250 0.000 −7.250 0.000 0.000
X–CA–C!–X 7.250 0.000 −7.250 0.000 0.000
X–C!–C!–X 1.970 0.000 −1.970 0.000 0.000

(b) toluene
dihedral type A1 A2 A3 A4 A5

X–CA–CA–X 7.250 0.000 −7.250 0.000 0.000
CA–CA–CT–HC 0.000 0.000 0.000 0.000 0.000

Table 6.7: Parameters used in the improper dihedral potential, Uimprop(ϕ) = K[1 +
d cos(nϕ)], where K, d, and n the coefficients for the improper potential and ϕ is the im-
proper dihedral angle. Note that C represents either CA or C! and that X represents any
adjoining carbon atom.

improper type K (kcal mol−1) d n

X–X–C–X 1.1 −1 2
X–X–C–HA 1.1 −1 2



Supporting Information 117

Diffusion Coefficients

Table 6.8: Translational diffusion coefficients of toluene, plus rubrene or perylene in toluene
obtained from the MD simulations.

temp. (K) Dsim (cm2 s−1) Dexp (cm2 s−1) ref.
toluene 200 1.04± 0.01× 10−6 1.8 ± 0.1 × 10−6 364

295 1.86± 0.02× 10−5 2.1 ± 0.1 × 10−5 364
rubrene 200 2.50± 0.08× 10−7 –

295 4.4 ± 0.2 × 10−6 –
perylene 295 1.21± 0.03× 10−5 1.29± 0.04× 10−5 365

Table 6.9: Rotational diffusion coefficients of toluene, plus rubrene or perylene in toluene
obtained from the MD simulations. The x, y and z molecular axes are defined as the long,
short and perpendicular axes, respectively.

temp. (K) axis Rsim (s−1) Rexp (s−1) ref.
toluene 200 x 1.0× 1010 5 ± 3 × 1010 366

y 1.2× 1010 1.5± 0.8× 1010 366
z 0.6× 1010 2 ± 1 × 1010 366

295 x 7.5× 1010 1.0± 0.5× 1011 366
y 1.0× 1011 4 ± 2 × 1010 366
z 6.6× 1010 1.0± 0.5× 1011 366

rubrene 200 x 7.9× 107 –
y 6.3× 107 –
z 8.3× 107 –

295 x 1.8× 109 –
y 1.6× 109 –
z 2.1× 109 –

perylene 295 x 1.3× 1010 –
y 1.5× 1010 –
z 9.4× 109 –
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Emitter Molecule Collision Orientations

Definitions of Euler Angles and Spherical Polar Coordinates
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Figure 6.13: Description of the Euler angles (α, β, γ) used to relate the orientation of
molecule B relative to molecule A. The rotations are carried out in the order: a rotation of α
about the z-axis, a rotation of β about the now rotated x-axis (the x′-axis) and a rotation of
γ about the now rotated z-axis (z′-axis). Positive angles equate to anticlockwise rotations.
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Figure 6.14: Relative positions of emitter pairs using the spherical polar coordinates (θ, φ).
The axes shown are those of the reference molecule A, and the filled black dot indicates the
centre of mass of molecule B.

Collision Angle Correlations

The (red) Euler angle combinations of α, β and γ describe the relative orientations
of the molecular pairs found during collisions defined in Figure 6.13. The central 3D
density plot shows the most probable combinations of all three angles, with the 2D
heatmap plots showing the correlations between pairs of angles. The 2D heatmaps can
be thought of as projections of the 3D density cube as if looking through the top, front-
left and front-right faces. No attempt has been made to compensate for symmetry of
the molecules or equivalence of Euler angle combinations.

The (blue) spherical polar coordinates θ and φ describe the relative arrangement
in space of the molecular pair, as defined in Figure 6.14.

Collision ranges are defined by the peaks observed in the radial distribution func-
tions shown in Figure 6.1.
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Rubrene

γ (◦) α (◦)

Figure 6.15: Rubrene, first range, Euler angle correlations.

Figure 6.16: Rubrene, first range, spherical polar coordinate correlations.
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γ (◦) α (◦)

Figure 6.17: Rubrene, second range, Euler angle correlations.

Figure 6.18: Rubrene, second range, spherical polar coordinate correlations.
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γ (◦) α (◦)

Figure 6.19: Rubrene, third range, Euler angle correlations.

Figure 6.20: Rubrene, third range, spherical polar coordinate correlations.
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(a) Top view. (b) Side view.

Figure 6.21: Interaction of two rubrene molecules at a separation of 4.9Å–5.9Å showing
the approximately parallel arrangement of the molecules and a 90◦ alignment of the vector
along the length of the backbones.

(a) Top view. (b) Side view.

Figure 6.22: Interaction of two rubrene molecules at a separation of 5.9Å–7.7Å showing
an approximate angle of 25◦ between the planes of their anthracene backbone and a 30◦
alignment of the vector along the length of the backbones.
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Perylene

γ (◦) α (◦)

Figure 6.23: Perylene, first range, Euler angle correlations.

Figure 6.24: Perylene, first range, spherical polar coordinate correlations.
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γ (◦) α (◦)

Figure 6.25: Perylene, second range, Euler angle correlations.

Figure 6.26: Perylene, second range, spherical polar coordinate correlations.
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γ (◦) α (◦)

Figure 6.27: Perylene, third range, Euler angle correlations.

Figure 6.28: Perylene, third range, spherical polar coordinate correlations.
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(a) Parallel alignment, top view. (b) Parallel alignment, side view.

(c) Perpendicular alignment, top
view.

(d) Perpendicular alignment, side
view.

Figure 6.29: Interaction of two perylene molecules at a separation of 3.4Å–5.0Å showing
the approximately parallel arrangement of the molecules and either (a) and (b) a parallel, or
(c) and (d) perpendicular alignment of the vectors along the length of the molecules.

Figure 6.30: Interaction of two perylene molecules at a separation of 5.0Å–7.0Å showing
the alignment of the vectors along the width of the molecules (in and out of the page) and
no alignment of the molecular planes.
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Spin Hamiltonian for the Triplet Pair State
Complete description of the spin Hamiltonain for singlet to triplet–triplet interaction
may be found in Section 2.2.3.

In the dynamic model of TTA-UC (eq 6.13), the explicit forms of the generation Γ
and annihilation Λ matrices are

Γu,v =


1
9 , if u = v

0, otherwise
(6.29)

and

Λu,v =


kS, if u = v = 1
kT, if u = v = 2, 3, 4
kQ, if u = v = 5, 6, 7, 8, 9
0, otherwise

(6.30)

Parametrization of Rubrene
The singlet kS0 and triplet kT0 decay channel coefficients were determined by fitting
to experimental data of rubrene emitters in toluene solution.359 The time-resolved
experiments showed the population of excited triplet-state emitters decayed through
bimolecular pathways at a rate of k2 ≈ 1× 108 M−1 s−1 and the efficiency of the bi-
molecular quenching to form the emissive singlet state was ηconv = 0.6, independent of
sensitizer or emitter concentration.

The equation describing the interaction of two excited triplet-state emitters is

3E∗ + 3E∗
k1−−→←−−
k−1


1[E···E]∗ kS−−→ 1E + 1E∗
3[E···E]∗ kT−−→ 1E + 3E∗∗
5[E···E]∗

(6.31)

thus the proportion of bimolecular quenching of triplet emitters to form the singlet
state is

ηconv = 0.6 = kS

kS + 1
2kT

, (6.32)

as the decay through the quintet channel is considered negligible and the triplet channel
pathway only results in destruction of a single triplet from the triplet-pair. The overall
rate γS of formation of the emissive singlet state from the triplet-pair

3E∗ + 3E∗ γS−−→ 1E + 1E∗ (6.33)

is calculated in our model by

γS = k1

9

9∑
l=1

kS|C l
S|2

k−1 + kS|C l
S|2 + kT|C l

T|2
(6.34)

where |C l
S|2 and |C l

T|2 are the singlet and triplet character of the nine triplet-pair
states, respectively. When k1 = 1 and k−1 = 0, then γS = kS and γT = kT = 1 − γS.
Substituting into eq 6.32 gives γS = 3/7 under these conditions. The ratio of kS to
kT can then be found by performing a TTA-UC simulation with k1 = 1, k−1 = 0,
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kT = 1 and fitting kS so that γS = 3/7 at zero magnetic field strength. The relative
orientation of the two emitters during a collision will modulate the magnitudes of |C l

S|2
and |C l

T|2. If random collision orientations is assumed and so the TTA-UC simulation
is performed averaging over many unique orientations then this gives a kS : kT ratio of
4.25.

For our simulations we assume the saturation limit where the excitation of the
sensitizer, triplet energy transfer to the emitter and radiative decay of the excited
singlet emitter are rapid compared to the triplet-state emitter lifetime, thus all emit-
ters are in the excited triplet state. Using the concentration of rubrene from the
molecular dynamics simulations gives α = γS + 1

2γT = k2[3E∗] = 2.3× 10−3 ns−1. Run-
ning the TTA-UC simulation of rubrene with parameters and molecular geometries
obtained from the molecular dynamics simulations and scaling kS0 and kT0 so that
γS + 1

2γT = 2.3× 10−3 ns−1 gives the required parameters kS0 = 2.66× 108 ns−1 and
kT0 = 6.25× 107 ns−1.
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CHAPTER 7
Conclusion

7.1 Summary and Future Directions
This thesis investigated several aspects of structure and morphology on the electronic
properties of organic semiconductors. Experimental and computational techniques
were used to probe exciton relaxation, dissociation, transport and fission/fusion pro-
cesses. An emphasis was made on improving the understanding of fundamental pro-
cesses for organic solar cells, but many theoretical aspects are generally applicable to
other organic optoelectronic applications.

Chapter 3 demonstrated a pump-push-probe transient absorption technique applied
to the conjugated polymer poly(3-hexylthiophene) (P3HT) in solution. By targeting
the excited-state absorption (ESA) band of the pump-induced exciton with a secondary
excitation, high-energy excitons were generated. As these “hot” excitons were produced
independently from the initial pump excitation, their spectral signatures were able to
be easily isolated from the thermalised exciton population.

The pump pulse generated the initial S1 singlet exciton population, characterised
by a broad ESA band in the near infra-red (NIR). The excitons relaxed through a
combination of excitonic energy transfer (EET) and torsional motions that acted to
planarise the polymer backbone, although EET was restricted to intrachain movement
due to the individual chains being well isolated in solution. After sufficient time for
relaxation, the push pulse arrived, targeting the ESA band to promote the excitons
to a high-energy Sn state with a greater degree of delocalisation. The majority of the
high-energy excitons decayed rapidly back to the S1 state within approximately 160 fs,
with the possibility of localising on a new segment of the polymer chain. Excitons
which localised on a previously unvisited segment caused further planarisation of the
chromophore, and this additional relaxation was observed over several picoseconds. A
proportion of the high-energy, delocalised excitons were able to overcome their binding
energy and dissociate into free charge carriers. The electron and hole-polaron were still
restricted to the same isolated polymer chain, so recombination occurred rapidly. This
was visible as a permanent depletion in the S1 exciton population and a recovery in
ground-state population. Approximately 11% of excitons were observed to dissociate
in this way, and the longest push wavelength used (1200 nm) indicates an upper bound
to the exciton binding energy of 1 eV.

Future experiments using the pump-push-probe technique could further investigate
the relaxation processes of hot excitons in a variety of conjugated polymer systems. Un-
der the same solution-phase conditions that provides isolated polymer chains, the role of
torsional relaxation may be studied by substitution of stiffer conjugated polymers such
as poly(phenylenevinylene)s (PPVs) or polyfluorenes. Alternatively, the spatial extent
of the push-induced exciton delocalisation could be tested through the use of a series
of polymer or oligomer chain lengths or donor-acceptor type oligomers. Measuring the
push-induced exciton dissociation as a function of wavelength would provide interesting
data on the magnitude and distribution of exciton binding energies. Experiments on
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solid films or aggregates such as nanoparticles or nanofibres would introduce interchain
interactions and allow the introduction of electron acceptors such as phenyl-C61-butyric
acid methyl ester (PCBM). The ability for any generated charge carriers to be bet-
ter separated and stabilised across a polymer aggregate will result in a longer-lived
transient absorption signature that should be directly observable in the experiments.
This would provide definitive evidence of the push-induced charge carrier generation
and support the interpretation of the solution-phase data. Introduction of electron
acceptor materials into the polymer system could reveal information on the role of hot
exciton dissociation at the donor-acceptor interfaces of organic photovoltaics.

Chapter 4 compared the optical properties of well-solvated P3HT chains and P3HT
nanofibre aggregates, explaining the significant differences on a molecular level using
detailed exciton transport simulations. An accurate coarse-grained molecular dynam-
ics (MD) model of P3HT was used to obtain realistic structures of both free chains
in a good solvent and nanofibre aggregates formed in a marginal solvent. A Frenkel–
Holstein exciton model was applied to determine the sites and energies of the polymer
chromophores, and a Monte Carlo exciton transport simulation was used to produce
simulated steady-state and time-resolved spectroscopic data. This mesoscale method
demonstrated the ability to simulate large polymer systems at a scale relevant to
optoelectronic devices, while retaining the detail required to represent the effect of
molecular-level morphology on the optical and electronic properties.

The simulations gave reasonable quantitative agreement to steady-state and time-
resolved absorption and fluorescence experiments, showing the model was able to ade-
quately capture the energies of the polymer chromophores and the dynamics of exciton
mobility. Exciton diffusion length in the nanofibres was found to be approximately
8 nm, generally consisting of around 2–5 hopping events. Interchain exciton migra-
tion across the chain stacks was preferred, rather than intrachain transport along the
chain length. Absorption of the simulated 400-nm laser light occurred throughout the
nanofibre, with a slight preference for absorption at the more disordered regions at
the nanofibre surface. Exciton migration tended to be toward the heart of the aggre-
gates, where the more ordered, crystalline nature of the chains resulted in lower-energy
chromophores. These acted to trap the exciton until radiative decay occurred. The
phenomena of exciton funnelling towards the core of the aggregate was able to explain
why aqueous polymer nanoparticles show such unusually high fluorescence quantum
yields, as excitons would be effectively protected from the aqueous environment. In
organic solar cells, the exciton funnelling away from the donor-acceptor interface may
explain the relatively poor performance of nanofibre-based cells, where the favourable
polymer domain sizes and higher charge carrier mobility would normally be expected
to enhance performance relative to the typical bulk-heterojunction cell. Time-resolved
fluorescence anisotropy experiments indicated that both the free chains and P3HT
nanofibres showed a similar rate of fluorescence depolarisation, which was explained
by noting that although the free chains are more disordered, the exciton migration is
limited due to the isolated nature of the chains in solution. Conversely, in the nano-
fibre aggregates, the greater exciton mobility is offset by the more ordered alignment of
the chromophores, which acts to better preserve the exciton transition dipole moment
during migration.

The Frenkel–Holstein exciton model used in the simulations determines chromo-
phore locations and energy considering only the intrachain, nearest-neighbour coupling
between monomers. This simplification is valid for the isolated and extended nature
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of solvated polymer chains, but for condensed phases such as nanofibres or solid films,
consideration of the intermolecular coupling becomes important. In principle, it is pos-
sible to introduce non-nearest-neighbour coupling terms in the Frenkel-Holstein Hamil-
tonian, but whether extending the model to easily handle cross-chain chromophores
while retaining a low computational cost is a question for further research. The lack
of a realistic and reliable model of nonradiative exciton decay was not expected to affect
results on the relatively short time scales of exciton migration, but may be a significant
source of error for simulations over longer durations. While a simplistic model based
on the energy gap law could be implemented easily, parameters would need to be es-
timated based on experimentally measured exciton lifetimes. Development of a model
of nonradiative exciton decay that considers factors such as the polymer environment,
excited-state geometry changes and interchain interactions would be a challenging but
worthwhile endeavour. Simulation of donor–acceptor blends would be a logical exten-
sion of the presented model. Introduction of electron acceptor sites that would act to
dissociate the exciton would give a way to study not only the exciton mobility, but
would also be the beginning of simulating the morphology-dependent current genera-
tion of an organic solar cell. Attempting to experimentally verify that excitons are
funnelled towards low-energy trap sites at the core of the P3HT nanofibres may be
possible through an excitation-power-dependent fluorescence study. With increasing
excitation power, exciton density increases and exciton–exciton annihilation becomes a
significant quenching pathway. If a funnelling effect is occurring, then this bimolecular
decay should be enhanced compared to what would be expected through random exci-
ton diffusion. Finally, in the model presented, the polymer conformation and exciton
motion are completely decoupled, in that the structure is determined purely through
the classical MD simulations and a static polymer conformation is used in the quantum
mechanical exciton transport simulations. In reality this is not the case, with there
often being a measurable difference in ground and excited-state geometries in conju-
gated polymers. The computational cost of closely coupling the molecular dynamics
to the exciton motion would be extreme in the large systems simulated here, but could
be considered if some method of simplification or optimisation could be developed.

The role of disorder in small-molecule semiconductor films was investigated in Chap-
ter 5, revealing how the rate of singlet-exciton fission and triplet-exciton fusion pro-
cesses are affected by the relative orientation of adjacent chromophore sites. A quantum
mechanical model was presented which extended the historical theory of triplet exciton
spin interactions pioneered by Merrifield, accounting for triplet exciton interactions in
non-crystalline solids where the exciton sites are not necessarily mutually oriented.
The model corrected the current literature understanding of these disordered systems
and clarified the theoretical possibility of using the time-resolved fluorescence response
to an applied magnetic field as a probe of disorder in such films.

The simulations showed that in the absence of an applied magnetic field, a disor-
dered rubrene film was expected to show a diminished intensity of prompt fluorescence
and enhanced delayed fluorescence compared to a crystalline film due to the greater
degree of wavefunction overlap between the triplet-pair and singlet exciton states. As
the crossing between the singlet and triplet-pair states was enhanced, the initial pop-
ulation of singlet excitons was depleted as the excitation was able to hide in the dark
triplet states, observed as a reduction in the prompt fluorescence intensity. At later
times, the return crossing from the triplet-pair to singlet exciton states caused the
observed increase in delayed fluorescence. With the application of a strong magnetic
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field, the simulations showed that both the disordered and crystalline films were ex-
pected to display an enhancement of prompt fluorescence at the expense of the delayed
fluorescence intensity relative to the behaviour in the absence of the magnetic field.
The strong magnetic field acted to force the alignment of the spins, reducing the singlet
and triplet-pair wavefunction overlap and restricting the crossing between the states.
Interestingly, in the presence of intermediate-strength magnetic fields it was predicted
that the ordered and crystalline rubrene films should show opposite behaviour, with
the prompt fluorescence intensity enhanced in the disordered film but diminished in
the crystalline film relative to zero-field. The implication of the simulation result is
that studying the response of the time-resolved fluorescence to applied magnetic fields
may be able to probe the degree of disorder in organic semiconductor films.

Chapter 6 studied the triplet fusion process in the highly disordered environment
of a solution-phase system, in the context of improving solar cell efficiency through the
incorporation of a triplet–triplet annihilation upconversion (TTA-UC) layer. Several
properties of emitter molecules were examined to determine their influence on the
photochemical upconversion process. The effects of diffusion rate, molecular shape, and
collision geometry were studied using data obtained from MD simulations of rubrene or
perylene emitters in explicit solvent coupled with the quantum mechanical description
of the triplet–triplet spin interactions presented in Chapter 5. The model showed
that the triplet exciton energy transfer required for annihilation was primarily assisted
by the close contact of the polyaromatic core of the emitters during collisions. For
molecules where this is the case, the upconversion process will then become diffusion
limited, favouring small molecules with fast translational diffusion rates. Interestingly,
as rapid diffusion will also reduce the collision duration available for the annihilation
process to occur, upconversion efficiency should not be expected to scale linearly with
the diffusion rate. Similarly, molecular structure that encourages some amount of
adheration to extend collision duration can be beneficial. The precise orientation of the
emitters during collisions was found to be influential, but we estimated the maximum
enhancement in upconversion efficiency due to orientation to be approximately 30%, far
outweighed by the effects of separation distance and diffusion rate. Although positive
effects of magnetic fields have been observed in solid-phase TTA-UC systems, this
should not be expected in high-temperature solutions, where the rapid tumbling of the
molecules acts as a source of spin relaxation. By coupling the explicit trajectories of the
emitter molecules from the MD simulations with a dynamic model of the triplet–triplet
spin interactions, this mechanism of spin relaxation was shown with unprecedented
detail. The model showed that the motion of the emitter pair during a collision is
sufficient to cause mixing of the spin-states. Applied magnetic fields act only to reduce
the efficiency of this mixing by forcing the alignment of the spins, resulting in an
exclusively negative effect on the upconversion process.

The results presented in Chapter 6 highlight the difficulties faced when designing the
ideal emitter for a solution-based TTA-UC system, in which several of the independent
optimisations that were identified are not necessarily mutually compatible. Although
the focus was on solution behaviour, the theories presented are also mostly applicable
to the solid-state. In solid systems, the triplet-pair is formed through exciton migration
rather than physical transport of the molecules, removing the requirement to optimise
the emitter for maximum diffusion rate through solution. Where the emitter sites are
fixed in place, such as a polymer or metal organic framework, optimising structure to
ensure favourable emitter-pair geometry should be possible and may show noticeable
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benefits to the TTA-UC efficiency. Solid-state device performance could be simulated
by combining a Monte-Carlo style exciton migration simulation like that presented in
Chapter 4 with the triplet-fusion rates determined through the theory discussed in
Chapters 5 and 6, which could provide a powerful tool to assist the design of future
solid-state TTA-UC devices.
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